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  Abstract 

Sign language is an effective means of communication with visually impaired in-
dividuals, as it can be utilized anywhere. So, gestures play a significant part in 
communication between deaf and dumb people. They are a form of non-verbal 
data exchange that has garnered significant attention in the development of 
Human-Computer Interaction (HCI) models, as they permit consumers to state 
themselves intuitively and naturally in dissimilar contexts. Sign gesture detection 
is the main need of any HCI application, e.g. gaming, virtual reality, and monitor-
ing methods. At present, Computer vision (CV) and artificial intelligence (AI) have 
been the efficient areas of dynamic research and growth with the advances in the 
assistive technology field. In this manuscript, we design and develop an Enhanced 
Sign Gesture Recognition Model for Disabled People Using Advanced Optimiza-
tion Models (ESGRM-DPAOM). The proposed ESGRM-DPAOM system is to im-
prove the sign gesture recognition solutions for visually impaired individuals. To 
accomplish that, the proposed ESGRM-DPAOM model initially applies image pre-
processing using wiener filtering (WF) to eliminate the noise in input image data. 
For the feature extraction process, the SqueezeNet model has been employed and 
an optimal parameter tuning model utilizes pigeon-inspired optimization (PIO). In 
addition, the proposed ESGRM-DPAOM models involve the classification process 
with the aid of the elman neural network (ENN) model. At last, the golden jackal 
optimizer (GJO) algorithm adjusts the hyperparameter values of the ENN model 
optimally and outcomes in greater classification performance. Extensive experi-
mentation led to authorizing the performance of the ESGRM-DPAOM approach. 
The simulation outcomes specified that the ESGRM-DPAOM system emphasized 
advancement over other existing methods. 

Keywords 

Artificial Intelligence; Sign Gesture Recognition; Visually Challenged People; Im-
age Preprocessing; Golden Jackal Optimization 

1. Introduction  

Blind and visually impaired individuals have significant features of our community; a substantial growth in eye-related ill-

nesses and a decrease in the human vision of visually impaired individuals became a helpful dimension for the society, med-

ical institutions, and government agencies to oppose post-impairment challenge [1]. Vision loss undermines the capability of 
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blind people to accomplish multiple actions in everyday life. This growth in the blind individual population will affect the 

living standards and cause social differences in the future, if not considered sufficiently [2]. These concerns have driven ex-

aminers to explore novel avenues of study through multiple disciplines like assistive cognitive psychology, technologies, 

sensory processing, computer vision (CV), accessibility, and rehabilitation of inclusive human-computer interaction (HCI) 

[3]. These Aided technologies enable blind individual data admittance, stimulate safety, and assist their flexibility together 

with enhanced living standards, having straightforward effects on social inclusion [4].  

 

Hand gestures play a significant role in Sign language (SL). Hand gesture recognition (HGR) is a major need for any HCI 

application, for example, gaming, monitoring systems, and virtual reality [5]. Indian sign language (ISL) performs a bridging 

between deaf and dumb people. ISL is widely different from other SLs, as it utilizes either hand. It has its phonological 

framework, grammar, and syntax [6]. This survey demonstrated that not much study is done on ISL identification compared 

with other SLs, for example, Brazilian sign language American Sign Language (ASL), and more. Each SL is generally cre-

ated from non- and manual gestures [7]. The manual sign gestures contain hand postures, hand orientation, and hand move-

ments. The non-manual sign gestures contain eye gaze, lip movements, and facial expressions. The hand gesture detection 

model is categorized into dual classes like vision-based and data-glove approaches [8]. Usually, hand gestures are vital and 

rudimentary devices in communication for sign language recognition (SLR). Absolutely, HGR is the initial stage to enhance 

the SLR method. Multiple investigations require acknowledging and recognizing the usage of hand gestures [9]. Artificial 

intelligence (AI) has the possibility to develop availability in surroundings, including the home. When it comes to those with 

impairments, a virtual assistant could make a massive divergence in their living standards [10]. Due to the developments in 

AI, people with disabilities have been admitted to a more extensive setting. 

 

This manuscript designs and develops an Enhanced Sign Gesture Recognition Model for Disabled People Using Advanced 

Optimization Models (ESGRM-DPAOM). To accomplish that, the proposed ESGRM-DPAOM model initially applies image 

preprocessing using Wiener filtering (WF) to eliminate the noise in input image data. For the feature extraction process, the 

SqueezeNet has been employed and an optimal parameter tuning model utilizes pigeon-inspired optimization (PIO). In addi-

tion, the proposed ESGRM-DPAOM models involve a classification process with the aid of the Elman neural network 

(ENN) model. At last, the golden jackal optimizer (GJO) algorithm adjusts the hyperparameter values of the ENN model 

optimally and outcomes in greater classification performance. Extensive experimentation led to authorizing the performance 

of the ESGRM-DPAOM model. 

 

2. Literature Review 
 

Chang et al. [11] studied the developed system’s model in dual stages. The initial stage is Region of Interest (ROI), depend-

ing on the color space segmentation model, with a preset range of colors that will extract ROI pixels from the circumstances. 

Alashhab et al. [12] introduce an interactive model for mobile gadgets deliberated by hand gestures that permit the consumer 

to regulate the gadgets and utilize multiple assistive devices by creating dynamic and static hand gestures. This method is 

dependent on a multi-head NN that primarily classifies and detects the gestures, and then, based on the identified gesture, 

accomplishes a next phase that implements the equivalent activities. This structure enhances the source needed to implement 

diverse tasks, it captures the benefit of data attained from a primary backbone to achieve dissimilar methods in the next 

phase. Lindner et al. [13] developed the design of an independent humanoid robot intended to enrich and improve customer 

service in shops. This control method allows independent navigation in either uncharted or known settings, with a special aim 

on different, cluttered, and crowded areas.  

 

Gupta et al. [14] introduce a method for SL communication between a user and a computer in complicated settings. Still 

complex surroundings, the recommended method demonstrated greater precision and effectually identified motions in low-

er-resolution picture mode. Amangeldy et al. [15] introduced a model for automatically gathering the spatiotemporal gesture 

aspects by determining the coordinates of the initial field of hand and pose, normalizing them, and creating an optimum mul-

ti-layer perceptron for multi-class classification. By analyzing and extracting spatiotemporal data, the presented approach 

makes it probable to recognize not only static attributes but also the spatial and dynamic gesture features that resulted in to 

rise in the gesture recognition precision. 



Author, Author 
 

 

ISSN (Online) : 3048-8516    
                              

3   

 

 

De Oliveira et al. [16] develop an examination of model attributes to assist design of more reasonable automated mobile 

home applications for visually impaired consumers. Regardless of the restrictions in the proof of concept prototype utilized in 

this work, consumers originate the application highlighted and promising the necessity for enhancements in the domain, em-

phasizing the chances to offer automatic control of appliances to improve autonomous living settings. Sruthi and Lijiya [17] 

introduce a dynamic ISL detection method without complex sensors or expensive gadgets to sense hand movements. 

 

3. Proposed Methodology 

 
In this manuscript, we design and develop an ESGRM-DPAOM algorithm. The main objective of the proposed 

SGRM-DPAOM technique is to improve the sign gesture recognition solutions for visually impaired individuals. To 

accomplish that, the proposed ESGRM-DPAOM model has distinct stages involved in image preprocessing, feature 

extractor, classification, and parameter optimizer approaches. Fig. 1 exemplifies the entire process of the 

ESGRM-DPAOM algorithm. 

 

 
Fig. 1. Overall flow of ESGRM-DPAOM technique 

3.1. Image Preprocessing 

Initially, the proposed ESGRM-DPAOM model applies image preprocessing using WF to eliminate the noise in input image 

data. WF is a noise reduction model, employed in sign gesture recognition to enhance the simplicity of input signals by 

minimalizing the mean square error among the filtered and original signals [18]. It efficiently upholds gesture features while 

overpowering redundant noise, enhancing detection accuracy. 

3.2. SqueezeNet Feature Extractor 
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For the feature extraction process, the SqueezeNet model has been employed. SqueezeNet was constructed according to the 

concept of CNN, by certain changes [19]. For SqueezeNet, the components in the pooling and convolution layers are fre-

quently substituted with the blocks of the fire module. A fire module contains expand and squeeze layers. The activation 

function of 𝑅𝑒𝐿𝑈 is additionally applied amongst these layers to improve the depth of the network. The squeeze layer com-

prises simply 1x1 convolutional filters, whereas the expand layer contains a connection of 1x1 and 3x3 convolution fil-

ters. SqueezeNet further stops utilizing fully connected (FC) layers. Numerous changes were generated to the original archi-

tecture of SqueezeNet, presented regarding the location of the SqueezeNet layers. The terms 𝑓𝑖𝑟𝑒, 𝑐𝑜𝑛𝑣and 𝑝𝑜𝑜𝑙 individ-

ually characterize the fire, convolution, and pooling module layers. It is identified that the SqueezeNet was constructed uti-

lizing 2 𝑐𝑜𝑛𝑣 and layers, 3 maximal 𝑝𝑜𝑜𝑙 layers, and 8 𝑓𝑖𝑟𝑒 module layers. In general, the final layer with learnable 

weights is the FC layer. For SqueezeNet, the final learnable layer corresponds to the last 𝑐𝑜𝑛𝑣 layer incorporated with the 

global average 𝑝𝑜𝑜𝑙 and Softmax activation function. These configurations permit SqueezeNet to be extremely precise with 

smaller-size models. It creates SqueezeNet a choice in biometric systems, due to the short-term usage of time for recognition 

and feature extraction methods. 

Next, an optimal parameter tuning model utilizes the PIO algorithm. The PIO determines a mathematical approach by mim-

icking the pigeon’s homing behavior and is normally applied to solving optimizer problems [20]. The iron crystals on the 

pigeon’s beak could identify the power of magnetic fields to assist pigeons in differentiating their path. Back in the olden era 

of Rome, people found that pigeons might recognize the path and come back to the nest and have been applied as a commu-

nication device. In coming back to its destination, the pigeon makes use of the magnetic field to sense their path in the initial 

phase. The PIO model suggests a map and compass operator according to the sun and geomagnetic field, presented landmark 

operator based on the landmark. 

Compass operator 

It is constructed according to the sun and the geomagnetic field. During this study, 𝑉𝑖
𝑇 and 𝑋𝑖

𝑇 characterize the velocity and 

location vector of the 𝑖 𝑡ℎ pigeon, correspondingly, and their updated equation is 

𝑉𝑖
𝑇 = 𝑉𝑖

𝑇−1 ⋅ 𝑒−𝑅𝑇 + 𝑟𝑎𝑛𝑑. (𝑋𝑔𝑏 − 𝑋𝑖
𝑇−1)                    (1) 

𝑋𝑖
𝑇 = 𝑋𝑖

𝑇−1 + 𝑉𝑖
𝑇                                               (2) 

Whereas 𝑇 signifies the iteration counts of the PIO model, 𝑋𝑔𝑏 represents the location vector of the pigeons in the group 

demonstrating the optimum solution in that iteration, and 𝑅 refers to the compass operator. 

As discussed earlier, it is discovered that the velocity of consistent pigeon of preceding group and the location of the opti-

mum result of the group in this present iteration mutually define the vector velocity of the 𝑖 𝑡ℎ pigeon. Additionally, the 

location of the 𝑖 𝑡ℎ pigeon is established by the preceding location and the present velocity. Every pigeon in the group fi-

ne-tuned their flight path toward the optimum solution based on Eq. (1) and modified their location based on Eq. (2). 

Landmark operator 

It is constructed according to landmarks. In the flight of the pigeon, if it is near the destination, the pigeon would establish its 

flight route according to the flight conditions of nearby pigeons and landmarks. 𝑁𝑢 represents the quantity of one‐half pi-

geons in all iterations, 𝑋𝐶
𝑇 refers to the central location of the group in the 𝑇𝑡ℎ generation, and fitness(𝑥) can be described 

as the pigeon’s mass. Assume that each pigeon flies through a straight line among their location and the destination: 

𝑁𝑢
𝑇 =

𝑁𝑢
𝑇−1

2
                                                         (3) 
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𝑋𝑐
𝑇 =

∑𝑋𝑖
𝑇 ⋅ 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑋𝑖

𝑇)

𝑁𝑢 ⋅ ∑ 𝑓 𝑖𝑡𝑛𝑒𝑠𝑠(𝑋𝑖
𝑇)

                                     (4) 

𝑋𝑖
𝑇 = 𝑋𝑖

𝑇−1 + 𝑟𝑎𝑛𝑑. (𝑋𝑐
𝑇 − 𝑋𝑐

𝑇−1)                                (5) 

In the iteration, the destination of each pigeon is the central location in that iteration, such that half of pigeons, which is dis-

tant from the destination would establish their velocity and location vector by mentioning the pigeon’s flight condition about 

the destination, whereas another half can achieve the destination using the highest speed. 

 

Fig. 2. Architecture of ENN 

3.3. Classification using ENN Model 

In addition, the proposed ESGRM-DPAOM models involve classification process with the aid of the ENN model. ENN is a 

recursive system highlighted by the internal self-referential layer [21]. It comprises 4 modules: context layer (CL), input lay-

er, output layer, and hidden layer (HL). The CL is tailored for storing or memorizing the output values previously the HL. 

The HL’s outcome is transmitted to the input layer over the CL. 

The ENN’s non-linear expression is as demonstrated: 

𝑦(𝑘) = 𝑔(𝑤3𝑥(𝑘))                                          (6) 

𝑥(𝑘) = 𝑓(𝑤1𝑥𝑐(𝑘) + 𝑤2𝑢(𝑘 − 1))                        (7) 

𝑥𝑐(𝑘) = 𝑥(𝑘 − 1)                                            (8) 

Whereas 𝑘 denotes the ENN training number; 𝑦 signifies the vector of 𝑛‐dimensional output; 𝑥 embodies the vector of 

HL neuron output; 𝑥𝑐 signifies the vector of the feedback state; 𝑢 refers to the input vector; 𝑔 characterizes the output 
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neuron’s transfer function; 𝑤1, 𝑤2 and 𝑤3 denotes connection weighted matrices, and 𝑓 characterizes the HL neuron’s 

transfer function. Fig. 2 depicts the structure of ENN. 

3.4. Hyperparameter Tuning Process  

At last, the GJO algorithm adjusts the hyperparameter values of the ENN model optimally and outcomes in greater classifica-

tion performance. The elementary GJO stimulated by the golden jackal’s cooperative attacking behavior is a new optimizer 

model [22]. In GJO, all GL signifies the search agent or candidate solution. The cooperative attacking behavior of the golden 

jackal pair.  

Search space expression 

During GJO, initialization of the population of arbitrary prey to attain the candidate solution is distributed uniformly in the 

searching space. The primary solution is calculated as: 

𝑌0 = 𝑌𝑚𝑖𝑛 + 𝑟𝑎𝑛𝑑(𝑌max − 𝑌𝑚𝑖𝑛)                                   (9) 

Whereas 𝑌0 states the locations of the first population of GJ, 𝑟𝑎𝑛𝑑 states a uniform randomly formed vector in [0, 1], 𝑌min 

and 𝑌max indicate the lower and upper limitations of the solution. 

The primary and next fitting is the jackal pair, the first individual matrix is calculated as: 

𝑃𝑟𝑒𝑦 =

[
 
 
 
𝑌1,1 𝑌1,2 𝐿 𝑌1,𝑑

𝑌2,1 𝑌2,2 𝐿 𝑌2,𝑑

𝑀 𝑀 𝑀 𝑀
𝑌𝑛,1 𝑌𝑛,2 𝐿 𝑌𝑛,𝑑]

 
 
 
                                    (10) 

Whereas 𝑌𝑖,𝑗 signifies the 𝑗 𝑡ℎ size of 𝑖 𝑡ℎ prey, 𝑛 indicates the complete prey quantity, 𝑑 demonstrates the problem 

variables. The matrix is calculated as: 

𝐹𝑂𝐴 =

[
 
 
 
𝑓(𝑌1,1; 𝑌1,2; 𝑌1,𝑑)

𝑓(𝑌2,1; 𝑌2,2; 𝑌2,𝑑)

      𝑀
𝑓(𝑌𝑛,1; 𝑌𝑛,2; 𝑌𝑛,𝑑)]

 
 
 

                                             (11) 

Here 𝐹𝑂𝐴 states a matrix, which comprises the prey’s fitness values, 𝑓 displays the fitness function (FF). The primary and 

next fittest is taken as a male and female jackal. The pair of jackals recognizes the commensurate individual position. 

Exploration stage or prey searching  

The GJs might forecast and seize the prey depending on their individual assaulting qualities, however, the prey on occasion 

quickly escapes and evades the look of jackals. As a result, the female jackals emulate the male jackals to attain searching 

and waiting for other prey within the searching area. The locations are calculated as: 

𝑌1(𝑡) = 𝑌𝑀(𝑡) − 𝐸 ⋅ |𝑌𝑀(𝑡) − 𝑟𝑙 ⋅ 𝑃𝑟𝑒𝑦(𝑡)|                          (12) 

𝑌2(𝑡) = 𝑌𝐹𝑀(𝑡) − 𝐸 ⋅ |𝑌𝐹𝑀(𝑡) − 𝑟𝑙 ⋅ 𝑃𝑟𝑒𝑦(𝑡)|                        (13) 
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Here 𝑡 states the present iteration, 𝑃𝑟𝑒𝑦 (𝑡) indicates the location vector, 𝑌𝐹𝑀(𝑡) and 𝑌𝑀(𝑡) demonstrates the present 

places of the female and male jackals individually. 𝑌2(𝑡) and 𝑌1(𝑡) shows the refreshed places of the female and male 

jackals. 

The prey’s evading energy 𝐸 is measured as: 

𝐸 = 𝐸1 ∗ 𝐸0                                                         (14) 

Whereas 𝐸1 exhibits the prey’s reducing energy, 𝐸0 reveals the original condition of the energy. 

𝐸0 = 2 ∗ 𝑟 − 1                                                  (15) 

Here 𝑟 indicates random values in [0,1]. 

𝐸1 = 𝑐1 ∗ (1 − (
𝑡

𝑇
))                                           (16) 

Now 𝑇 demonstrates the maximal iteration, 𝑐1 indicates a constant valued at 1.5, 𝐸1 linearly drops from 1.5 to 0 de-

pending on the iteration. 

The 𝑟𝑙 states an arbitrary vector in accordance with the Lévy distribution that is measured as: 

𝑟𝑙 = 0.05 ∗ 𝐿𝐹(𝑦)                                           (17) 

The 𝐿𝐹 expresses the FF of the levy flight that can be calculated as: 

𝐿𝐹(𝑦) = 0.01 × (𝜇 × 𝜎)/(|𝑣(1/𝛽〉|); 𝜎 = [
𝛤(1 + 𝛽) × sin (

𝜋𝛽

2
)

𝛤 (
1+𝛽

2
) × 𝛽 × (2

𝛽−1

2 )
]

1/𝛽

(18) 

Whereas 𝜇 and 𝑣 exhibit the random values in (0,1), 𝛽 shows a constant value of 1.5. The refreshed location of the GJs 

is measured as: 

𝑌(𝑡 + 1) =
𝑌1(𝑡) + 𝑌2(𝑡)

2
                                   (19) 

 

Exploitation step or pouncing and enclosing the prey 

The prey’s evading energy will quickly diminish after it is infected by the jackal pair, the GJs suddenly encircle and seize the 

prey. The locations are calculated as: 

𝑌1(𝑡) = 𝑌𝑀(𝑡) − 𝐸 ⋅ |𝑟𝑙 ⋅ 𝑌𝑀(𝑡) − 𝑃𝑟𝑒𝑦(𝑡)|                    (20) 

𝑌2(𝑡) = 𝑌𝐹𝑀(𝑡) − 𝐸 ⋅ |𝑟𝑙 ⋅ 𝑌𝐹𝑀(𝑡) − 𝑃𝑟𝑒𝑦(𝑡)|                   (21) 

Whereas 𝑡 indicates the present iteration, 𝑃𝑟𝑒𝑦 (𝑡) shows the location vector, 𝑌𝐹𝑀(𝑡) and 𝑌𝑀(𝑡) demonstrate the exist-

ing places of the female and male jackals individually. 𝑌2(𝑡) and 𝑌1(𝑡) exhibits the refreshed places of the female and male 

jackals. Several parameters were given in the preceding sections, namely 𝐸 and 𝑟𝑙. 
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The fitness choice is the substantial factor, which effects the outcome of the GJO approach. The parameter range procedure 

contains the solution-encoded system to assess the effectiveness of the candidate results. Here, the GJO system reflects accu-

racy as the main measure to project the fitness function. Its mathematical formulation is given below:  

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =  max (𝑃)                                                      (22) 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                           (23) 

While 𝑇𝑃 defines the positive value of true and 𝐹𝑃 denotes the positive value of false. 

4. Performance Validation  

The performance validation of ESGRM-DPAOM model is inspected on American sign language recognition dataset 

[23] under two aspects such as alphabets (a-z) and number (0-9). Fig. 3 represents the sample images. 

 

Fig. 4 states the confusion matrix generated by the ESGRM-DPAOM method below 70%TRPH on the alphabet 

recognition (ASR) process. The performances indicate that the ESGRM-DPAOM algorithm has effectual detection 

and identification of all the class labels specifically. 

 

 
Fig. 3. Sample Images 
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Fig. 4. Confusion matrix of ESGRM-DPAOM under 70% TRPH on ASR 

 

Table 1 illustrates the classifier result of the ESGRM-DPAOM system using 70%TRPH on ASR. The performances imply 

that the proposed ESGRM-DPAOM method has attained efficacious performance in every class.  

 

Table 1 Classifier outcome of ESGRM-DPAOM model with 70%TRPH on ASR 

TRPH (70%) 

Class Acc. PPV DR F-Score Class Acc. PPV DR F-Score 

a 99.95 100.00 98.59 99.29 n 99.89 100.00 97.18 98.57 

b 99.89 97.18 100.00 98.57 o 99.95 100.00 98.51 99.25 

c 99.89 100.00 97.22 98.59 p 99.78 98.48 95.59 97.01 

d 99.78 97.06 97.06 97.06 q 99.95 98.63 100.00 99.31 

e 99.89 97.14 100.00 98.55 r 99.84 97.22 98.59 97.90 

f 99.95 98.63 100.00 99.31 s 99.84 97.33 98.65 97.99 

g 99.89 100.00 97.40 98.68 t 99.89 100.00 96.88 98.41 

h 99.95 98.57 100.00 99.28 u 99.95 98.67 100.00 99.33 

i 99.89 97.37 100.00 98.67 v 99.73 96.92 95.45 96.18 

j 99.78 98.63 96.00 97.30 w 99.89 97.40 100.00 98.68 
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k 99.73 97.10 95.71 96.40 x 99.73 97.01 95.59 96.30 

l 99.78 95.38 98.41 96.88 y 100.00 100.00 100.00 100.00 

m 99.95 98.44 100.00 99.21 z 99.89 98.59 98.59 98.59 

 

 

 
Fig. 5. Confusion matrix of ESGRM-DPAOM under 30% TSPH 

 

Fig. 5 determines the confusion matrix produced by the ESGRM-DPAOM method below 30%TSPH on ASR. The perfor-

mances suggest that the ESGRM-DPAOM approach has accurate detection and identification of all the class labels accurate-

ly.  

Table 2 demonstrates the classifier result of the ESGRM-DPAOM technique using 30%TSPH on ASR. The performances 

signify that the proposed ESGRM-DPAOM algorithm has reached efficient performance in every class.  

 

Table 2 Classifier outcome of ESGRM-DPAOM model with 30%TSPH on ASR 

TSPH (30%) 

Class Acc. PPV DR F-Score Class Acc. PPV DR F-Score 

a 99.87 100.00 96.55 98.25 n 100.00 100.00 100.00 100.00 

b 99.74 96.77 96.77 96.77 o 99.87 97.06 100.00 98.51 

c 99.74 96.43 96.43 96.43 p 99.62 91.43 100.00 95.52 

d 100.00 100.00 100.00 100.00 q 100.00 100.00 100.00 100.00 

e 99.87 100.00 96.88 98.41 r 99.87 100.00 96.55 98.25 
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f 99.87 100.00 96.43 98.18 s 99.87 100.00 96.15 98.04 

g 99.87 100.00 95.65 97.78 t 99.62 100.00 91.67 95.65 

h 99.74 93.94 100.00 96.88 u 99.74 92.86 100.00 96.30 

i 99.74 96.15 96.15 96.15 v 99.87 100.00 97.06 98.51 

j 100.00 100.00 100.00 100.00 w 100.00 100.00 100.00 100.00 

k 99.49 93.33 93.33 93.33 x 99.74 96.88 96.88 96.88 

l 100.00 100.00 100.00 100.00 y 99.87 100.00 96.88 98.41 

m 100.00 100.00 100.00 100.00 z 99.62 90.62 100.00 95.08 

 

 

Fig. 6. 𝐴𝑐𝑐𝑢𝑦 the curve of ESGRM-DPAOM technique under ASR 

 

In Fig. 6, the training accuracy (TRAC) and validation accuracy (VDAC) performances of the ESGRM-DPAOM technique 

below ASR are settled. The performance underscored that the values of TRAC and VDAC display an increasing trend indi-

cating the proficiency of the ESGRM-DPAOM model with modified performance through multiple repetitions.  

In Fig. 7, the training loss (TRLS) and validation loss (VDLS) graph of the ESGRM-DPAOM approach below ASR is de-

picted. It is signified that the values of TRLS and VDLS reveal a diminishing tendency, notifying the capacity of the 

ESGRM-DPAOM method in equalizing a tradeoff among data fitting and generalization.  
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Fig. 7. Loss curve of ESGRM-DPAOM technique under ASR 

  

Fig. 8. Confusion matrix of ESGRM-DPAOM under 70% TRPH on NSR 
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Fig. 8 verifies the confusion matrix generated by the ESGRM-DPAOM algorithm below 70%TRPH on the numerical recog-

nition (NSR) process. The performances indicate that the ESGRM-DPAOM approach has effectual detection and identifica-

tion of all the class labels specifically.  

 

Table 3 exemplifies the classifier result of the ESGRM-DPAOM system using 70%TRPH on NSR. The performances denote 

that the proposed ESGRM-DPAOM model has accomplished efficient performance in each class. 

 

Table 3 Classifier outcome of ESGRM-DPAOM model with 70%TRPH on NSR 

Training Phase (70%) 

Class Acc. PPV DR F-Score 

0 99.86 100.00 98.59 99.29 

1 100.00 100.00 100.00 100.00 

2 100.00 100.00 100.00 100.00 

3 99.86 98.61 100.00 99.30 

4 99.86 98.57 100.00 99.28 

5 99.86 98.67 100.00 99.33 

6 100.00 100.00 100.00 100.00 

7 99.71 100.00 96.83 98.39 

8 99.71 100.00 97.22 98.59 

9 99.71 97.22 100.00 98.59 

 
Fig. 9. Confusion matrix of ESGRM-DPAOM under 30% TSPH on NSR 

Fig. 9 demonstrates the confusion matrix produced by the ESGRM-DPAOM approach below 30%TSPH on NSR. The per-

formances suggest that the ESGRM-DPAOM algorithm has effectual detection and identification of all the class labels accu-

rately.  
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Table 4 signifies the classifier result of the ESGRM-DPAOM method using 30%TSPH on NSR. The performances imply 

that the proposed ESGRM-DPAOM technique has gained efficient performance in every class.  

 

Table 4 Classifier outcome of ESGRM-DPAOM model with 30%TSPH on NSR 

TSPH (30%) 

Class Acc. PPV DR F-Score 

0 99.67 96.67 100.00 98.31 

1 100.00 100.00 100.00 100.00 

2 99.67 100.00 97.22 98.59 

3 100.00 100.00 100.00 100.00 

4 100.00 100.00 100.00 100.00 

5 100.00 100.00 100.00 100.00 

6 100.00 100.00 100.00 100.00 

7 100.00 100.00 100.00 100.00 

8 100.00 100.00 100.00 100.00 

9 100.00 100.00 100.00 100.00 

  

 

Fig. 10. 𝐴𝑐𝑐𝑢𝑦 curve of ESGRM-DPAOM technique under NSR 

In Fig. 10, the TRAC and VDAC performances of the ESGRM-DPAOM technique below NSR are constituted. The perfor-

mance underscored that the values of TRAC and VDAC represent an increasing trend notifying the competency of the 

ESGRM-DPAOM model with modified performance across various repetitions.  

In Fig. 11, the TRLS and VDLS graph of the ESGRM-DPAOM algorithm below NSR is demonstrated. It is implied that the 

values of TRLS and VDLS show a diminishing trend, notifying the ability of the ESGRM-DPAOM system in corresponding 

a tradeoff among data fitting and generalization.  
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Fig. 11. Loss curve of ESGRM-DPAOM technique under NSR 

Table 5 depicts the sign language recognition performance of the ESGRM-DPAOM approach on ASR (a-z) and NSR (0-9). 

The performances denote that the ESGRM-DPAOM method has reached efficient performance. According to ASR, the pro-

posed ESGRM-DPAOM system has attained a typical 𝑎𝑐𝑐𝑢𝑦 of 99.85%, PPV of 98.10%, DR of 98.06%, and 𝐹-𝑠𝑐𝑜𝑟𝑒 of 

98.05%. Moreover, according to NSR, the ESGRM-DPAOM technique has gained an average 𝑎𝑐𝑐𝑢𝑦 of 99.90%, PPV of 

99.49%, DR of 99.49%, and 𝐹-𝑠𝑐𝑜𝑟𝑒 of 99.49%. 

 

Table 5 Overall average sign language recognition outcome of the ESGRM-DPAOM model 

 Acc. PPV DR F-Score 

(a-z) 

Training Phase 99.87 98.30 98.29 98.28 

Testing Phase 99.83 97.90 97.82 97.82 

Average 99.85 98.10 98.06 98.05 

(0-9) 

Training Phase 99.86 99.31 99.26 99.28 

Testing Phase 99.93 99.67 99.72 99.69 

Average 99.90 99.49 99.49 99.49 

 

Table 6 and Fig. 12 provide a comparative analysis of the ESGRM-DPAOM model with existing models [24, 25]. The values 

in the table indicate that the proposed ESGRM-DPAOM system has got higher accuracy of 99.90%, whereas the existing 

models Hypertuned DCNN, CNN, ANN, KNN, American SLR-LMS, Arabic HGR-LMC, SLSHG-LMC-RNN, and SVM 

techniques have obtained lesser accuracy of 99.75%, 99.68%, 98.05%, 96.02%, 79.88%, 91.36%, 96.46%, and 97.96%, re-

spectively.  
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Table 6 Accuracy outcome of the ESGRM-DPAOM model with existing methodologies 

Methodology Accuracy (%) 

ESGRM-DPAOM 99.90 

Hypertuned DCNN 99.75 

Convolutional Neural Network 99.68 

Artificial Neural Networks 98.05 

KNN Algorithm 96.02 

American SLR-LMS 79.88 

Arabic HGR-LMC 91.36 

SLSHG-LMC-RNN 96.46 

Support Vector Machine 97.96 

 
Fig. 12. Accuracy outcome of ESGRM-DPAOM model with existing methodologies 

 

5. Conclusion  

In this manuscript, we design and develop an ESGRM-DPAOM algorithm. The proposed ESGRM-DPAOM system is to 

improve the sign gesture recognition solutions for visually impaired individuals. To accomplish that, the proposed 

ESGRM-DPAOM model initially applies image preprocessing using WF to eliminate the noise in input image data. For the 

feature extraction process, the SqueezeNet has been employed and an optimal parameter tuning model utilizes the PIO algo-

rithm. In addition, the proposed ESGRM-DPAOM models involve a classification process with the aid of the ENN model. At 

last, the GJO algorithm adjusts the hyperparameter values of the ENN model optimally and outcomes in greater classification 

performance. Extensive experimentation led to authorizing the performance of the ESGRM-DPAOM algorithm. The simula-

tion outcomes specified that the ESGRM-DPAOM technique emphasized advancement over other existing methods. 
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