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  Abstract 

Atherosclerosis is a pathological disorder which grows progressively over the 
years and might result in cardiac arrest, stroke, or a peripheral vascular ailment, 
based on the region of existence in the human arterial network. Earlier detection 
and classification of atherosclerosis becomes crucial in mitigating the severity of 
the disease and death rate. The recently developed artificial intelligence (AI) 
methods like machine learning (ML) and deep learning (DL) models ensured their 
efficiency in the design of medical decision support systems (MDSS). In this view, 
this paper presents an early detection and classification of atherosclerosis using 
feature subset selection with optimal deep learning (EDCA-FSSODL) model. The 
proposed EDCA-FSSODL technique targets to decrease the dimensionality of the 
features and diagnose atherosclerosis. The proposed EDCA-FSSODL technique 
derives a novel binary chaotic flower pollination algorithm (BCFPA) based feature 
selection to eliminate the curse of dimensionality problem. In addition, Manta ray 
Foraging Optimization (MRFO) with bidirectional long short-term memory 
(BiLSTM) method is implemented for classifying and recognizing atherosclerosis 
disease. Moreover, the utilization of MRFO method assists in appropriate tuning 
of the hyperparameters of the BiLSTM technique and thus boosts the overall 
recognition performance. To portray the improved accomplishment of the 
EDCA-FSSODL technique, a sequence of simulations occurs by employing two 
standard datasets and validate the outputs by means of different measures. An 
overall relative research highlighted the supremacy of the EDCA-FSSODL tech-
nique over the other approaches. 
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1. Introduction  

Atherosclerosis relates to the artery's blocking because of plaque settlement in its internal walls [1]. Cardiovascular dis-

ease (CVD) is the major source of demises around the globe, and 71% of this CVD occurs because of atherosclerosis, 
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according to international healthcare agency [2]. These pathological conditions can be prevented by tackling behavioural 

risk factors like smoking, lack of exercise, alcohol abuse, sedentary lifestyle, and so on. But in such cases, it requires 

medical interference, or else it could be demonstrated as fatal [3]. As well, the utmost unusual fact about CVD is that, it 

consumes more than a few years beforehand its symptom become predominant. The study is focused on detecting these 

pathological conditions in an earlier stage. There are different methods to accomplish the abovementioned objectives and 

are categorized into mathematical modeling, imaging, and signal processing. Indeed, such problems could be efficiently 

resolved when CVD is detected at an earlier stage, for starting an early interference. Invasive coronary angiography has 

long been the benchmark for the diagnosis of CVD [4]. This process depends on the support of percutaneous catheteriza-

tion technique. It is an invasive process, which has the possibility of iatrogenic infection, vascular injury, etc. Hence, re-

searcher begins to design efficient diagnostic and non-invasive tools for CVD. With the help of healthcare system, a mas-

sive number of healthcare information is gathered, involving laboratory examination data, medical history, and auxiliary 

examination [5]. These messages are utilized for establishing risk predictive systems which could assist in predicting and 

preventing upcoming CVD existence. 

 

For clinical diagnoses of this disease, manual extracting of valuable data from patient archives is challenging. Therefore, 

the crucialness of constructing and establishing a Medical Diagnosis Support Scheme (MDSS) for the automation process 

of the affected individuals’ classification and anticipation of CVD [6]. But clinical diagnosing research requires greater 

accuracy and effectiveness to make an enhanced medical conclusion. Though conventional MDSS has proved their capa-

bility for covering almost all the diagnosing complications, they grant a lesser rate of accuracy and cannot offer precise 

diagnosing [7]. In the previous years, diagnosing systems and clinical therapy using artificial intelligence (AI) and ma-

chine learning (ML) approaches have attained significant attention. Hence, the current research has influenced the field of 

research study like finances, applied sciences, medical, and biology applications. Therefore, several researches have been 

suggested to develop MDSS for anticipating or classifying persons with CVD for improving medical care [8]. Detecting 

CVD by ML algorithm is gaining considerable interest from the researcher [9]. Decision tree (DT), support vector ma-

chine (SVM), artificial neural network (ANN), and random forest (RF) are the more commonly adapted ML techniques 

for CVD study. It employs most of the datasets reported in the research with ease of use, low computational burden, and 

good performance. 

  

This paper presents an early detection and classification of atherosclerosis using feature subset selection with optimal 

deep learning (EDCA-FSSODL) model. The proposed EDCA-FSSODL technique targets to decrease the dimensionality 

of the features and diagnose atherosclerosis. The proposed EDCA-FSSODL technique derives a novel binary chaotic 

flower pollination algorithm (BCFPA) based feature selection to eliminate the curse of dimensionality problem. In addi-

tion, Manta ray Foraging Optimization (MRFO) with bidirectional long short-term memory (BiLSTM) method is imple-

mented for classifying and recognizing atherosclerosis disease. Moreover, the utilization of MRFO method assists in ap-

propriate tuning of the hyperparameters of the BiLSTM technique and thus boosts the overall recognition performance. 

To portray the improved accomplishment of the EDCA-FSSODL technique, a sequence of simulations occurs by em-

ploying two standard datasets and validate the outputs by means of different measures. 
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2. Related Work 

 

The current segment performs a detailed review of current MDSS tools for the detection and classification of 

atherosclerosis. Jain et al. [10] presented the concept of online model parameter tracking by exploiting an un-

scented Kalman filter (UKF) based architecture that will assist in monitoring the abovementioned pathological 

conditions. Upretee and Yüksel [11] presented a method-based classifying of a single time-changing spectral fac-

tor through DL approaches for the diagnoses of CVD using the analysis of heart sound. First, the presented meted 

applies spectral analysis for extracting time-varying spectral features which are able to effectively represent the 

complicated dynamics of the heart sound signals and later employ the strength of DL method for evaluating the 

estimated features for classification of the fundamental heart sounds. 

 

Kumar and Mathur [12] proposed research of ML models for predicting CVD. The analysis of CVD em-

ployed 4 ML techniques like NB, SVM, KNN, and DT. Fan et al. [13] proved that the logistic regression method 

generated effective and accurate predictions for asymptomatic CAS amongst six ML algorithms. Demchenko and 

Kashirina [14] introduced a wide-ranging analysis of a CVD by using several methods. The main objective is to 

propose a powerful diagnostic model for this CVD. The real de-identified clinical data sets have been utilized for 

the model training, especially, samples of the MIMIC-III dataset. The usage of the Microsoft Azure ML platform 

inside this research enables us to design extremely scalable, reusable, and efficient classifier methods for CVD di-

agnosis. 

 

Kigka et al. [15] proposed an ML method for the detection of higher risk plaques by employing non-invasive 

imaging and non-imaging-based aspects. Initially, implement a statistical analysis for identifying the important 

feature based on the results, and then, executed various FS methods and classification systems for developing ML 

approach. Terrada et al. [16] determined an MDSS of coronary heart ailment. This approach has the capacity of 

providing anticipations of heart diseases through the patients’ healthcare records. The presented method is based 

on ML approaches like k-means and K-medoids clustering for the classification, ANN and KNN for predicting the 

absence and the presence of CVD. 

 

3. The Proposed Model 

 

In the current research, an effectual EDCA-FSSODL approach is presented for classifying and recognizing ather-

osclerosis. The proposed EDCA-FSSODL approach mainly aims to decrease the dimensionality of the features 

and diagnose atherosclerosis. The EDCA-FSSODL methodology comprises various operation phases like 

pre-processing, BCFPA based feature selection, BiLSTM based classification, and MRFO based hyperparameter 

tuning. Fig. 1 portrays the block diagram of EDCA-FSSODL methodology. 
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Fig. 1. Overall block presentation of EDCA-FSSODL approach 

3.1 Level I: Data Pre-processing 

ML methods are used to find out the tendency in the data set, by relative assessment amongst the dimension 

data point. When attempting to utilize ML method, an important problem is that their dimension has dramati-

cally different scales. In this work, the min‐max normalized was employed for reducing the different scales of 

dimension. Normalized alters the information from a smaller range by performing linear transformation on orig-

inal information [17]. The dimension value of the information is standardized within [0,1] by min‐max normali-

zation.  

 

𝑡 =
𝑣 − min𝑑

max𝑑 − min𝑑

(𝑡𝑟𝑎𝑛−max𝑑 − 𝑡𝑟𝑎𝑛−min𝑑) + 𝑡𝑟𝑎𝑛−min𝑑         (1) 

 

whereas t represent the transformed value of v in d dimension, represent the original minimal value and max_d 

denotes the original maximal value of the d dimension. Likewise, tran_- min_d represent the transformed mini-

mal value and tran_- max_d denotes the transformed maximal value of the d dimension. 

 

3.2 Level II: Design of BCFPA Based Feature Selection Technique 

 

Once the input data is preprocessed, the next stage is to design a new BCFPA technique to elect a feature subset. 

In 2012, Yang [18] suggested a nature enthused method known as FPA that is stimulated by the pollination meth-

od of flowering plans. The FPA is controlled by the four elementary rules below: 

 Abiotic and self‐pollinations are regarded as local pollination. 
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 Biotic and cross‐pollinations are regarded as global pollination with pollen‐carrying pollinators carrying 

out LF. 

 Local together with global pollinations were governed by the switching possibility p∈[0,1]. Due to the 

physical proximity and another features namely wind, local pollination has an important fraction p from the com-

plete pollination activity. 

 Flower constancy is assumed as the reproduction possibilities are proportionate to the similarity of 2 flowers. 

In global pollination (Rules 1 and 3), the flower pollen is executed by pollinators like insects. The pollen travels a 

longer distance by means of Lévy flight (LF) distribution. It is mathematically expressed by, 

 

 

𝑥𝑖
(𝑡+1)

= 𝑥𝑖
𝑡 + 𝛼𝐿(𝜆)(𝑔∗ − 𝑥𝑖

𝑡)                                     (2) 

 

       Whereas, 

𝐿(𝜆) =
𝜆. 𝛤(𝜆). sin(𝜆)

𝜋
.

1

𝑠1+𝜆
, 𝑠 > 0,                         (3) 

 

Here, 𝑥𝑖
𝑡
indicates the pollen i at the iteration t and g^* indicates the present optimal solution amongst each solution 

at the present generation, whereas α denotes the scaling feature for controlling the size of the step, s, L(λ) signifies 

the step and LF step size respective to the pollination strength and Γ(λ) indicates the gamma function, while the λ 

value is in 1≤λ≤2.  

The Local Pollination (Rule 2) is scientifically expressed by [19], 

 

 

𝑥𝑖
(𝑡+1)

= 𝑥𝑖
𝑡 + 𝜀(𝑥𝑗

𝑡 − 𝑥𝑘
𝑡),                                  (4) 

 

Let 𝑥𝑗
𝑡 and 𝑥𝑘

𝑡  be the pollen from dissimilar flowers 𝑗 and 𝑘 of alike plant species. To stimulate the global and 

local flower pollinations, the switching probability 𝑃 was employed (Rule 4).  

 

The CFPA technique is derived by the integration of the concepts of FPA with chaos theory. Chaos, as an extensive 

non-linear phenomenon in nature, has the features of sensitivity, randomness, ergodicity to key condition, etc. Due 

to the features of arbitrariness and ergodicity, chaotic motion could be traversing every state in some range as per the 

own laws without reiteration. Hence, chaos variables are utilized to search maximally, the study would certainly 

have more merits when associated to random search. Chaotic sequence created by distinct mappings like tent, singer, 

logistic, sine, and sinusoidal map. In the study, numerous chaotic maps have been attempted and the maximal one is 

elected for joining the BFO method [20]. As per the study, logistic map has obtained the optimal outputs. 

 

𝑥𝑖+1 = 𝑢𝑥𝑖(1 − 𝑥𝑖)                        (5) 
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u denotes the control variable and let u=4. If u=4, the logistic mapping comes into an elaborated chaotic state. As-

sume x_i∈(0,1) and x_i≠0.25,0.5,0.75. 

The primary bacterial populace θ is mapped to the chaotic serial that is formulated as per (5), leading to a chaotic 

bacterial population pch. 

 

𝑝𝑐ℎ = 𝑥𝑖 ∗ 𝜃                              (6) 

 

BCFPA is presented by [21], where the searching space is built as a d‐dimension Boolean lattice, where the solution 

is upgraded over the corners of hypercube. While FS problem has to choose a certain feature or not, hence the so-

lutions are denoted as binary vectors, whereas 1 shows a feature would be selected for comprising the novel data set 

and 0 if not. Sigmoid function is implemented for building binary vector as: 

 

(𝑥𝑖
𝑗(𝑡)) =

1

1 + 𝑒−𝑥
𝑖
𝑗(𝑡)

,                                             (7) 

𝑥𝑖
𝑗(𝑡) = {

1 𝑖𝑓 𝑆 (𝑥𝑖
𝑗(𝑡)) > 𝜎,

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,
                                          (8) 

 

Whereas 𝑥𝑖
𝑗
(𝑡) signifies the novel pollen (solution) 𝑖  using 𝑗𝑡ℎ  feature vector, while 𝑖 = 1,2, … . .𝑚  and 𝑗 =

1,2, … . . 𝑑, at the iteration 𝑡 and 𝜎 ∼ 𝑈(𝑂, 1). 

 

3.3 Level III: Data Classification by employing BiLSTM Approach 

 

During data classification procedure, the chosen features are applied to the BiLSTM classifier. New improvements from 

massive data accessibility and DL approaches are developing the time series data driven forecast further affordable and 

prestigious containing predicting and vision associated tasks like crowd examination [22]. But the recognized works on 

LSTM to time sequence issues provide a vital direction to SOH evaluation of battery and power utilization. The LSTM 

network is a kind of RNN, in which is extremely well-known to process serial data and address the long‐term memory 

disadvantages of vanilla RNN. The LSTM extended the framework of RNN utilizing a gate process and distinct memory 

cell that regulate the flow of data throughout the networks. Fig. 2 portrays the framework of Bi-LSTM method. 
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Fig. 2. Structure of Bi-LSTM 

 

The gate model contains 3 units namely input, forgot, and output gate. These gates manage the flow of data through the 

network for allowing that data requires for persisting or as long as it can persist then reading it under the cell memory. The 

LSTM network was able for retaining the key data and remove the lesser essential data. The memory cell is a recurring 

self‐related unit called a constant error carousel (CEC) that is a state vector for preserving long‐term dependability. Af-

terward, for distinguishing self‐contained cell memory in convention state ℎ𝑡 from LSTM, it can be signified as 𝑐𝑡. The 

forget gate 𝑓𝑡  attains input 𝑥𝑡  and ℎ𝑡−1 for determining that data requires that recollected from 𝑐𝑡−1. The activation 

function to gates 𝑖𝜏, 𝑜𝑡, and 𝑓𝑡 are sigmoid layers in which all values are presented amongst zero and one, but 𝑐𝑡−1 offers 

the data retentions for describing the scale. More details were away from the scope of work. But the above-mentioned 

procedure was formally determined in Eq. (9)-(13): 

 

𝑖𝑡 = 𝜎(𝑊𝑥𝑖𝑥𝜏 + 𝑊ℎ𝑖ℎ𝑡−1 + 𝑊𝑐𝑖 ∘ 𝑐𝑡−1 + 𝑏𝑖)    (9) 

𝑓𝑡 = 𝜎(𝑊𝑥𝑓𝑥𝑡 + 𝑊ℎ𝑓ℎ𝑡−1 + 𝑊𝑐𝑓 ∘ 𝑐𝑡−1 + 𝑏𝑓)        (10) 

𝑜𝑡 = 𝜎(𝑊𝑥𝑜𝑥𝑡 + 𝑊ℎ𝑜ℎ𝑡−1 + 𝑊𝑐𝑜 ∘ 𝑐𝜏 + 𝑏0)      (11) 

𝑐𝑡 = 𝑓𝜏 ∘ 𝑐𝑡−1 + 𝑖𝑡 ∘ ∅(𝑊𝑥𝑐𝑥𝜏 + 𝑊ℎ𝑐ℎ𝑡−1 + 𝑏𝑐)       (12) 

ℎ𝑡 = 0𝜏 ∘ ∅(𝑐𝑡)                         (13) 

At this point, 𝑊𝑥𝑖 , 𝑊ℎ𝑖 , 𝑊𝑐𝑖 , 𝑊𝑥𝑓 , 𝑊ℎ𝑓 , 𝑊𝑐𝑓𝑊𝑥𝑜,𝑊ℎ𝑜 ,𝑊𝑐𝑜,𝑊𝑥𝑐 , and 𝑊ℎ𝑐 represents the weight matrices to gates and cell 

memory states, but ℎ𝑡−1 refers the preceding hidden state, and 𝑐𝑡 stands for the cell state. The bias of gate was signified 

with 𝑏𝑖 , 𝑏𝑜 , 𝑏𝑓, and 𝑏𝑐 but 0 referring the element‐wise multiplication process. At the same time, 𝜎, and ∅ illustrate the 

logistic sigmoid and hyperbolic tangent function. This activation function is determined as individually in Eq. (14) and 

(15): 
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𝜎(𝑥) =
1

1 + 𝑒−𝑥
                         (14) 

∅(𝑥) =
𝑒𝑥 − 𝑒−𝑥

𝑒𝜒 + 𝑒−𝑥
                       (15) 

The BiLSTM has 2 parallel LSTM layers like forwarding and backward directions. As the input was processed twice, 

BiLSTMs remove supplementary input data. Thus, improving contextual data to make optimum forecasts than LSTM. So, 

the BiLSTMs offer faster convergence and accuracy than LSTMs. 

The resultant of all LSTM is integrated based on the subsequent formula: 

𝑦𝑡 = 𝑊ℎ⃗⃗ 𝑦ℎ𝑡
⃗⃗  ⃗ + 𝑊ℎ⃗⃗⃖𝑦ℎ𝑡

⃖⃗ ⃗⃗ + 𝑏𝑦,                     (16) 

Where ℎ𝑡
⃗⃗  ⃗ and ℎ𝑡

⃖⃗ ⃗⃗  refers the resultants of forward together with backward LSTM.  

 

 

3.4 Level IV: Hyperparameter Tuning by employing MRFO Approach 

 

For maximal tuning process of BiLSTM method, the MRFO approach is used. MRFO model was developed by Zhao et al. 

[23]. It stimulates the Manta ray behaviors. MRFO is expressed with duplicating the hunting approaches i.e., somersault, 

chaining, and cyclone. Although MRFO is analogous to various metaheuristic approaches, its initialization phase is de-

termined as follows. 

𝑋𝑖𝑗(: ) = 𝐿𝑏𝑖𝑗 + 𝑟(: ) ⋅ (𝐻𝑏𝑖𝑗 − 𝐿𝑏ij)∀𝑖 ∈ 𝑁𝑝𝑜𝑝, 𝑗 ∈ 𝑁𝑣𝑎𝑟             (17) 

The Manta ray accomplishment was altered to the optimal food source in the chaining strategy as follows 

𝑋𝑖,𝑗(𝑡 + 1) = {
𝑋𝑖,𝑗(𝑡) + (𝑋𝑏𝑒𝑠𝑡,𝑗(𝑡) − 𝑋𝑖,𝑗(𝑡)) ⋅ (𝑟(: ) − 𝜆)𝛬∀𝑖 = 1, 𝑗 ∈ 𝑁𝑣𝑎𝑟

𝑋𝑖,𝑗(𝑡) + (𝑋𝑖−1,𝑗(𝑡) − 𝑋𝑖,𝑗(𝑡)) ⋅ (𝑟(: ) − 𝜆)𝛬∀𝑖 > 1 ∶  𝑁𝑝𝑜𝑝

  (18) 

𝜙 = 2 ⋅ 𝑟(: ) ⋅ √| log(𝑟(: )))|                       (19) 

At the same time, swarm will swim in a spiral analogous to cyclones afterward observing the food source. Finally, the 

modern Manta ray position is modified surrounding the optimal location in this operating system as follows. 

𝑋𝑖,𝑗(𝑡 + 1) = 𝑋𝑖,𝑗(𝑡) + 𝑆𝐹 ⋅ (𝑟2𝑋𝑏𝑒𝑠𝑡,𝑗 − 𝑟3𝑋𝑖,𝑗(𝑡)) 𝛬∀𝑖 ∈ 𝑁𝑝𝑜𝑝      (20) 

𝑋𝑏𝑒𝑠𝑡 , 𝑗 is determined as shown in (17) that describes optimal position with high [24]. When the lower concentration is 

confirmed, the arbitrary location is set as illustrated in (24). 

𝑋𝑖,𝑗(𝑡 + 1) = {
𝑋𝑏𝑒𝑠𝑡,𝑗 + 𝛬𝑋𝑖,𝑗 ⋅ (𝑟 − 𝛽)𝛬∀𝑖 = 1, 𝑗 ∈ 𝑁𝑣𝑎

𝑋𝑏𝑒𝑠𝑡,𝑗 + 𝑟 ⋅ (𝑥𝑖−1,𝑗(𝑡) − 𝑋𝑖,𝑗(𝑡)) + 𝛽 ⋅ 𝛬𝑋𝑖,𝑗𝛬∀𝑖 > 1: 𝑁𝑝𝑜𝑝
 

𝑤ℎ𝑒𝑟𝑒 𝛬𝑋𝑖,𝑗 = 𝑋𝑏𝑒𝑠𝑡,𝑗(𝑡) − 𝑋𝑖,𝑗(𝑡)                (21) 
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𝛽 = 2 ⋅ exp (𝑟1
𝑇max − 𝑡 + 1

𝑇max
) ⋅ 𝑠𝑖𝑛(2𝜋𝑟1)             (22) 

𝑋𝑖,𝑗(𝑡 + 1) = {
𝑋𝑟𝑎𝑛𝑑 + 𝛬𝑋𝑖,𝑗. (𝑟 − 𝛽)𝛬∀𝑖 = 1, 𝑗 ∈ 𝑁𝑣𝑎𝑟

𝑋𝑏𝑒𝑠𝑡,𝑗 + 𝑟. (𝑋𝑖−1,𝑗(𝑡) − 𝑋𝑖,𝑗(𝑡)) + 𝛽 ⋅ 𝛬𝑋𝑖,𝑗𝛬∀𝑖 > 1:𝑁𝑝𝑜𝑝
 

𝑤ℎ𝑒𝑟𝑒 𝛬𝑋𝑖,𝑗 = 𝑋𝑟𝑎𝑛𝑑 − 𝑋𝑖,𝑗(𝑡)                   (23) 

𝑋𝑟𝑎𝑛𝑑(: ) = 𝐿𝑏 + 𝑟(: ) ⋅ (𝐻𝑏 − 𝐿𝑏)                    (24) 

Indeed, meta heuristic algorithm shares two certain behaviors exploitation and exploration. According to this be-

havior, meta-heuristic algorithms have superiority over other methods. In MRFO, when 𝑡/𝑇max is lesser than 

rand, the cycle of exploitation is carried out, or else search space would be executed. 𝑁𝑝𝑜𝑝, 𝑇max, and 𝑆𝐹 de-

scribes the MRFO controlling scheme, that must be followed sensibly to guarantee its better performances. The 

MRFO technique grows an FF to attain improved classification performance. It states a positive number for por-

traying the optimal effectualness of the candidate solution. In this case, the minimization of the classification rate 

of error was regarded as FF, as illustrated in Eq. (25). Optimal and worst solutions attain minimal and maximal 

rate of error. 

 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑖) = 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒(𝑥𝑖) 

=
𝑛𝑢𝑚𝑒𝑟𝑏 𝑜𝑓 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
∗ 100                  (25) 

 

 

4. Performance Validation 

This process of the EDCA-FSSODL technique occurs utilizing Python 3.6.5 tool. The outcomes are investigated by 

implementing two standard datasets namely Cleveland and Hungarian datasets [25]. The first Cleveland dataset 

includes a set of 76 features, and 14 features are generally utilized. The class distribution of the Cleveland da-

taset is demonstrated in Fig. 3, indicating 164 instances under 164 healthy classes and 139 instances under ab-

normal classes. 
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Fig. 3. Class distribution of Cleveland Dataset 

The next Hungarian dataset comprises a total of 14 features. The class distribution of the Cleveland dataset is 

portrayed in Fig. 4, indicating 188 instances under 106 healthy classes and 139 instances under abnormal clas-

ses. 

 

Fig. 4. Class distribution of Hungarian Dataset 

The feature selection results of the presented model are portrayed in Table 1. The table denotes that the pre-

sented model has selected a set of 7 and 6 factors from the datasets of test Cleveland and Hungarian respectively. 
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Table 1 FS of proposed method with 2 dataset 

Datasets 
Selected Num-

bers 
Selected features 

Cleveland 07 
Age, trestbps, Restecg, Exang, Oldpeak, 

slope, Thal 

Hungarian 06 
Age, trestbps, chol, Thalach, Exang, 

Oldpeak 

 

 

Fig. 5. Confusion matrix of EDCA-FSSODL method on Cleveland dataset 

Fig. 5 demonstrates the confusion matrices set generated by the EDCA-FSSODL approach on the testing Cleve-

land dataset under distinct epochs. As a sample, with 100 epochs, the EDCA-FSSODL approach has classified 160, 

and 138 instances into Healthy and Abnormal class. Additionally, with 300 epochs, the EDCA-FSSODL technique 
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has classified 160, and 137 instances into Healthy and Abnormal class. Moreover, with 700 epochs, the 

EDCA-FSSODL technique has classified 161, and 136 instances into Healthy and Abnormal class.  Furthermore, 

with 1000 epochs, the EDCA-FSSODL approach has classified 161, and 137 instances into Healthy and Abnormal 

class.   

A brief classification output evaluation of the EDCA-FSSODL technique on the dataset of the test Cleveland is 

given in Table 2 and Fig. 6. The investigational outcomes portrayed that the EDCA-FSSODL technique has 

achieved effective classification results under all epochs. As a sample, on 100 epochs, the EDCA-FSSODL method-

ology has offered 𝑝𝑟𝑒𝑐𝑛 , 𝑟𝑒𝑐𝑎𝑙 , 𝑎𝑐𝑐𝑢𝑦 ,  𝐹𝑠𝑐𝑜𝑟𝑒 , and MCC of 97.56%, 99.28%, 98.35%, 98.46%, and 96.70%. 

Simultaneously, on 400 epochs, the EDCA-FSSODL methodology has offered 𝑝𝑟𝑒𝑐𝑛 , 𝑟𝑒𝑐𝑎𝑙 , 𝑎𝑐𝑐𝑢𝑦 ,  𝐹𝑠𝑐𝑜𝑟𝑒 , and 

MCC of 98.17%, 98.56%, 98.35%, 98.47%, and 96.68%. Concurrently, on 700 epochs, the EDCA-FSSODL method 

has existing 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙 , 𝑎𝑐𝑐𝑢𝑦 ,  𝐹𝑠𝑐𝑜𝑟𝑒 , and MCC of 98.17%, 97.84%, 98.02%, 98.17%, and 96.01%. Lastly, 

on 1000 epochs, the EDCA-FSSODL method has presented 𝑝𝑟𝑒𝑐𝑛 , 𝑟𝑒𝑐𝑎𝑙 , 𝑎𝑐𝑐𝑢𝑦,  𝐹𝑠𝑐𝑜𝑟𝑒 , and MCC of 98.17%, 

98.56%, 98.35%, 98.47%, and 96.68%. 

Table 2 Result evaluation of EDCA-FSSODL method on Cleveland dataset 

Epoch Numbers 𝑷𝒓𝒆𝒄𝒏  𝑹𝒆𝒄𝒂𝒍  𝑨𝒄𝒄𝒖𝒚  𝑭𝒔𝒄𝒐𝒓𝒆  MCC 

Epoch-100 97.56 99.28 98.35 98.46 96.70 

Epoch-200 98.17 98.56 98.35 98.47 96.68 

Epoch-300 97.56 98.56 98.02 98.16 96.03 

Epoch-400 98.17 98.56 98.35 98.47 96.68 

Epoch-500 98.78 98.56 98.68 98.78 97.34 

Epoch-600 98.78 99.28 99.01 99.08 98.01 

Epoch-700 98.17 97.84 98.02 98.17 96.01 

Epoch-800 98.17 99.28 98.68 98.77 97.35 

Epoch-900 96.95 99.28 98.02 98.15 96.05 

Epoch-1000 98.17 98.56 98.35 98.47 96.68 

Average 98.05 98.78 98.38 98.50 96.75 
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Fig. 6. Result evaluation of EDCA-FSSODL method on Cleveland dataset 

 
Fig. 7 exhibits the accuracy assessment of the EDCA-FSSODL methodology on the test Cleveland dataset. The 

outputs demonstrated that the EDCA-FSSODL methodology has achieved enhanced accomplishment with aug-

mented accuracy values of training and validation. It is seen that the EDCA-FSSODL technique attained higher 

accuracy of validation over training. 

Fig. 8 exhibits the loss assessment of the EDCA-FSSODL approach on the test Cleveland dataset. The results 

demonstrated that the EDCA-FSSODL approach has accomplished enhanced performance with reduced loss val-

ues of training and validation. It is seen that the EDCA-FSSODL technique attained higher loss values of validation 

over training. 
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Fig. 7. Accuracy evaluation of EDCA-FSSODL method on Cleveland dataset 

 

 
 

Fig. 8. Loss graph evaluation of EDCA-FSSODL method on Cleveland dataset 
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Finally, the comparative result evaluation of the EDCA-FSSODL approach is made with current models on the 

Cleveland dataset and is portrayed in Table 3 and Fig. 9. The outputs exhibit that the DT and RF methods have 

resulted to lower classifying accomplishment over the other methods. It is seen that the NB and LOGR models 

have accomplished somewhat improved classifier results.  

 

Table 3 Comparative analysis of EDCA-FSSODL method on Cleveland dataset 
 

Approaches 𝑷𝒓𝒆𝒄𝒏  𝑹𝒆𝒄𝒂𝒍  𝑨𝒄𝒄𝒖𝒚  𝑭𝒔𝒄𝒐𝒓𝒆  

Decision Tree 57.10 66.70 62.80 61.50 

GBT Model 59.50 73.30 74.70 65.70 

LOGR Algorithm 60.00 77.80 73.30 67.70 

MLP-CA 74.20 65.70 74.00 69.70 

Naïve Bayes 67.90 55.90 70.70 61.30 

Random Forest 77.10 58.70 67.90 66.70 

EDCA-FSSODL (WOFS)  86.81 81.26 84.49 84.93 

EDCA-FSSODL (WFS)  98.05 98.78 98.38 98.50 

 

 
Fig. 9. Comparative analysis of EDCA-FSSODL method on Cleveland dataset 
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Moreover, the MLP-CA and GBT models have reached moderately closer classification performance. However, 
the EDCA-FSSODL (WFS) technique has reached superior classification performance with the 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙 , 
𝑎𝑐𝑐𝑢𝑦 , and 𝐹𝑠𝑐𝑜𝑟𝑒  of 98.05%, 98.78%m 98.38%, and 98.50% respectively. 

 
Fig. 10. Confusion matrix analysis of EDCA-FSSODL method on Hungarian dataset 

 
Fig. 10 reveals the confusion matrix set generated by the EDCA-FSSODL method on the test Hungarian dataset 

under changing epochs. As a sample, with 100 epochs, the EDCA-FSSODL approach has classified 184, and 104 

instances into Healthy and Abnormal class. Besides, with 300 epochs, the EDCA-FSSODL methodology has classi-

fied 184, and 105 instances into Healthy and Abnormal class. In addition, with 700 epochs, the EDCA-FSSODL 

technique has classified 182, and 104 instances into Healthy and Abnormal class. Eventually, with 1000 epochs, 

the EDCA-FSSODL technique has classified 183, and 105 instances into Healthy and Abnormal class.   
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A detailed classification output evaluation of the EDCA-FSSODL methodology on the test Hungarian dataset is 

given in Table 4 and Fig. 11. The investigational outcomes portrayed that the EDCA-FSSODL methodology has 

achieved effectual classification outputs under all epochs. As a sample, on 100 epochs, the EDCA-FSSODL tech-

nique has offered 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙 , 𝑎𝑐𝑐𝑢𝑦 ,  𝐹𝑠𝑐𝑜𝑟𝑒 , and MCC of 98.92%, 97.87%, 97.96%, 98.40%, and 95.60%. 

Simultaneously, on 400 epochs, the EDCA-FSSODL approach has existing 𝑝𝑟𝑒𝑐𝑛 , 𝑟𝑒𝑐𝑎𝑙 , 𝑎𝑐𝑐𝑢𝑦 ,  𝐹𝑠𝑐𝑜𝑟𝑒 , and 

MCC of 98.91%, 96.81%, 97.28%, 97.85%, and 94.19%. Then, on 700 epochs, the EDCA-FSSODL technique has 

offered 𝑝𝑟𝑒𝑐𝑛 , 𝑟𝑒𝑐𝑎𝑙 , 𝑎𝑐𝑐𝑢𝑦 ,  𝐹𝑠𝑐𝑜𝑟𝑒 , and MCC of 98.91%, 96.81%, 97.28%, 97.85%, and 94.19%. At last, on 

1000 epochs, the EDCA-FSSODL approach has offered 𝑝𝑟𝑒𝑐𝑛 , 𝑟𝑒𝑐𝑎𝑙 , 𝑎𝑐𝑐𝑢𝑦 ,  𝐹𝑠𝑐𝑜𝑟𝑒 , and MCC of 99.46%, 

97.34%, 97.96%, 98.39%, and 95.65%. 

 
Table 4 Result evaluation of EDCA-FSSODL method on Hungarian dataset 

 

No. of Epochs 𝑷𝒓𝒆𝒄𝒏  𝑹𝒆𝒄𝒂𝒍  𝑨𝒄𝒄𝒖𝒚  𝑭𝒔𝒄𝒐𝒓𝒆  MCC 

Epoch-100 98.92 97.87 97.96 98.40 95.60 

Epoch-200 99.46 97.87 98.30 98.66 96.36 

Epoch-300 99.46 97.87 98.30 98.66 96.36 

Epoch-400 98.91 96.81 97.28 97.85 94.19 

Epoch-500 99.45 96.81 97.62 98.11 94.95 

Epoch-600 98.41 98.94 98.30 98.67 96.31 

Epoch-700 98.91 96.81 97.28 97.85 94.19 

Epoch-800 98.40 97.87 97.62 98.13 94.85 

Epoch-900 97.87 97.87 97.28 97.87 94.10 

Epoch-1000 99.46 97.34 97.96 98.39 95.65 

Average 98.93 97.61 97.79 98.26 95.26 
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Fig. 11. Result evaluation of EDCA-FSSODL method on Hungarian dataset 

 
Fig. 12 illustrates the accuracy evaluation of the EDCA-FSSODL methodology on the test Hungarian dataset. The 

outputs demonstrated that the EDCA-FSSODL methodology has achieved enhanced accomplishment with maxi-

mum accuracy values of training and validation. It can be clear that the EDCA-FSSODL technique attained en-

hanced accuracy of validation over training. 

Fig. 13 illustrates the loss evaluation of the EDCA-FSSODL method on the test Hungarian dataset. The outputs 

demonstrated that the EDCA-FSSODL method has given an output in an enhanced output with the mitigated loss 

values of training and validation. It can be clear that the EDCA-FSSODL approach attained decreased loss of vali-

dation over training. 
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Fig. 12. Accuracy evaluation of EDCA-FSSODL method on Hungarian dataset 

 

 
Fig. 13. Loss graph evaluation of EDCA-FSSODL method on Hungarian dataset 
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Table 5 Relative evaluation of EDCA-FSSODL method on Hungarian dataset 
 

Methods 𝑷𝒓𝒆𝒄𝒏  𝑹𝒆𝒄𝒂𝒍  𝑨𝒄𝒄𝒖𝒚  𝑭𝒔𝒄𝒐𝒓𝒆  

Decision Tree 88.00 78.60 88.80 83.00 

GBT Model 87.00 80.00 89.70 83.30 

LOGR Algorithm 91.40 94.10 94.90 92.80 

MLP-CA 92.60 92.60 95.50 92.60 

Naïve Bayes 63.60 72.40 78.00 67.70 

Random Forest 93.10 87.10 93.20 90.00 

EDCA-FSSODL (WOFS)  96.04 97.02 96.34 96.44 

EDCA-FSSODL (WFS)  98.93 97.61 97.79 98.26 

Lastly, the relative outcome evaluation of the EDCA-FSSODL methodology is made with current approaches on 

the Hungarian dataset is portrayed in Table 5 and Fig. 14 [26]. The outputs portrayed that the DT and RF meth-

ods have resulted to lower classification accomplishment over the other methods. Also, the NB and LOGR sys-

tems have accomplished slightly increased classifier results. Besides, the MLP-CA and GBT models have obtained 

to moderately closer classification performance.  

 

 
Fig. 14. Comparative analysis of EDCA-FSSODL technique on Hungarian dataset 
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But the EDCA-FSSODL (WFS) algorithm has attained superior classification performance with the 𝑝𝑟𝑒𝑐𝑛 , 𝑟𝑒𝑐𝑎𝑙 , 

𝑎𝑐𝑐𝑢𝑦 , and 𝐹𝑠𝑐𝑜𝑟𝑒  of 98.93%, 97.61%m 97.79%, and 98.26% correspondingly. By looking into the detailed ex-

perimental result evaluation, it is ensured that the EDCA-FSSODL technique has the capacity to detect and clas-

sify heart disease effectually using biomedical data.  

 

 

5. Conclusion 

In this study, an effectual EDCA-FSSODL methodology is presented for the identification and classification of 

atherosclerosis. The suggested EDCA-FSSODL methodology mainly aims to decrease the dimensionality of the 

features and diagnose atherosclerosis. The EDCA-FSSODL technique comprises various operational phases like 

pre-processing, BCFPA based feature selection, BiLSTM based classification, and MRFO based hyperparameter 

tuning. The design of BCFPA based feature selection and MFRO based hyperparameter selection process helps to 

considerably augment the classifying results. For investigating the improvements of the EDCA-FSSODL tech-

nique, a wide range of investigational analyses is performed against two standard datasets and validate the out-

puts by means of diverse measures. A comprehensive relative study highlighted the supremacy of the 

EDCA-FSSODL technique over the other approaches. 
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