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  Abstract 

For maintain a healthy life, yoga plays a very important role. Now, a days people 
are using online platforms to learn yoga poses and maintain the healthy life. While 
doing yoga the most important point to take care is maintaining the correct yoga 
posture. In order to learn how to recognize suitable yoga poses and give feedback 
to improve posture, this research presents a deep learning-based method for esti-
mating yoga posture. The model is periodically fed frames from videos or pictures. 
Key points are extracted with Keras multi-person pose estimation, yielding 12 joint 
vectors. The angles of these vectors relative to the x-axis are calculated. One of the 
six yoga positions is identified by applying a classification model based on these 
angles. A dataset with six distinct yoga poses, resulting in 70 videos and 350 in-
stances, is used to test the methods. There are thirty validation examples, three 
hundred training instances, and thirty testing instances in the dataset. Various ap-
proaches such as Support Vector Machines (SVM), Convolutional Neural Net-works 
(CNN), and CNN in conjunction with Long Short-Term Memory (CNN + LSTM) are 
implemented, and results reveals a competitive performance mosaic. Though CNN 
and CNN + LSTM architectures are believed to be superior, the updated feature set 
allows Multi-Layer Perceptron (MLP) to achieve an impressive accuracy of 0.9958. 
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1. Introduction  

Yoga is an advanced physical workout that has its origins in more than 5,000 years of spiritual history. It is well 

known to provide a host of health benefits for the body, mind, and soul. It fortifies the body and mind with postures 

that have evolved over the last few decades. Yoga is essential when done under the supervision of a trained instructor 

because improper alignment can lead to a number of health problems, such as pulled muscles, sprained ankles, stiff 

necks, etc [1]. This suggests that a teacher needs to be there to supervise the exercise and correct the participant’s 

posture. Online education and self-study yoga platforms have expanded the availability of high-quality yoga instruc-

tion. Practitioners can select the most effective tactics with the aid of applications that analyse posture using camera 

vision. You can only become an independent yoga practitioner after receiving enough training. These days, more 
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and more people prefer to practice yoga at home. Since not all clients approach or have access to trainers, a comput-

erized reasoning-based application could identify yoga poses and offer personalized guidance to help people im-

prove their structure [2].  

Mobile devices and virtual coaching software can be utilized for this. The proposed AI-powered application can 

recognize different yoga poses and give users tailored advice on how to correct their posture. With applications in 

behaviour analysis, intelligent driver assistance systems, assisted living, and visual surveillance, human posture 

estimation is a hot topic in computer vision. With the advent of deep neural networks, pose estimation has advanced 

dramatically. Yoga poses can be standardized and corrected with the use of computer vision. As per the Narayana, 

performing incorrect yoga poses can result in serious injuries and persistent issues. Human posture analysis can help 

with at-home health by identifying and repositioning posture abnormalities. A posture estimator is used to extract 

yoga asana properties from precisely rendered photos.  

Neural networks and ML models are immediately fed these gathered characteristics. These models evaluate and 

forecast the accuracy of yoga poses. There are various potential applications of machine learning in the yoga context. 

From pictures or videos, ML algorithms can be trained to identify and [3] categorize various yoga poses. Applica-

tions that offer real-time feedback on pose accuracy during yoga practice can be developed using this capability. 

Performance tracking, Wearable technology and sensors can provide data to machine learning algorithms, which 

can then be used to track a variety of yoga practice metrics, including heart rate, breathing patterns, and body move-

ments. Practitioners can use this data to monitor their development, pinpoint areas for growth, and avoid injuries 

[4]. ML models are able to examine the preferences, past performance, and objectives of practitioners in order to 

generate customized suggestions for yoga asanas, poses, or adjustments based on their unique requirements. With 

the use of machine learning, yoga practitioners can be guided through sessions by virtual instructors who provide 

real-time feedback, adjustments, and modifications based on their performance A variety of large datasets pertaining 

to yoga, including research papers, practitioner demographics, and health outcomes, can be analyzed through the 

application of machine learning techniques. This analysis can provide light on the efficacy of various yoga tech-

niques, their effects on mental and physical well-being, and the variables affecting practice adherence. All things 

considered, machine learning has a great deal of potential to improve the efficacy, accessibility, and customization 

of yoga practice, which will lead to its widespread acceptance and beneficial effects on people’s health. 

The objective of this research to detect the correct postures by calculating the angles so that proper training can be 

provided to the users. To achieve these goals in this work SVM, CNN model and CNN model along with LSTM 

have been implemented to detect the correction of the yoga posture and their results are compared in terms of the 

accuracy value. The paper is organized in various sections. Section 2 provides the literature review, the methodology 

is given in Section 3. Section 4 describes the result section and Conclusion is given in Section 5.  

 
2. Related Work 

This section provides the summary of various works done in this field. The study [5] proposes a deep learning-based 

method for detecting and correcting these poses that achieves an impressive 0.9958 accuracy with low computational 

complexity. To have their videos evaluated and get advice on how to straighten their posture, users can upload videos 

of themselves to the system. With the use of deep learning and key point detection techniques, the technology offers 

a solution to the issues of busy schedules and instructor accessibility limitations. The methodology includes pose 

classification using MLP models, joint vector computation, and point extraction. Real-world runtime analysis is 

used in the study to demonstrate the method’s effectiveness. All things considered, the study offers a workable 

technique for yoga practice, with potential applications in activity recognition and sports monitoring. 

The study [6] finds that MediaPipe is the most accurate architecture, particularly when using a single camera setup, 

after analysing four deep learning architectures on 6,000 images of yoga poses. It discusses the challenges of mod-

elling the human body as well as the advantages of deep learning for pose estimation. The results show just how 

much better Media Pipe is. This study also reviews the literature on 3D human pose estimation and its applications 

to fitness and health. It also provides a comparative analysis of yoga interventions and an orientation program on 

the eight limbs of Ashtanga yoga. The value of accurately estimating yoga poses with machine learning is empha-

sized in the study’s conclusion, and MediaPipe is the suggested architecture. 

In order to enhance yoga pose classification, the study [7] presents LGDeep, a model that combines feature extrac-

tion (LDA, GDA) and deep learning (Xception, VGGNet, SqueezeNet) techniques. It performs better than other 

methods and demonstrates noticeable improvements in accuracy on a publicly available dataset. The study suggests 

computerized systems for posture recognition and personalized guidance, and it highlights the importance of stand-

ard yoga poses for pre- venting injuries and improving overall wellbeing. The method combines transfer learning 
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with individual model training as well as ensemble training. LGDeep offers practitioners improved health and safety 

and outperforms previous models with 100% accuracy. The study compares favourably with previous methods and 

goes beyond simply identifying yoga poses. 

Authors in [8] provides a half-breed deep learning demonstration for CNN and LSTM combined real-time yoga 

recognition from recordings. Post-polling exactness rates of 99.38% ad- dress the unoccupied space of pose ac-

knowledgment in yoga, surpassing the single-frame precision of 99.04%. The success of the show is demonstrated 

by its accuracy of 98.92% in real-time testing with a wide range of subjects. The study uses sports and rehabilitation 

research to highlight the possible applications of computer-assisted self-training systems. The dataset is now acces-

sible through the public domain, enhancing reproducibility and enabling greater reflection on action acknowledg-

ment. All things considered, the ponder presents a novel strategy for identifying yoga postures and illustrates the 

adequacy of cutting-edge technologies in this field. 

This systematic review [9] examines the use of Human Pose Estimation (HPE) in Sport and Physical Exercise (SPE) 

by re- viewing the literature, methods, performance, and challenges. Twenty papers were chosen from over 500 that 

had been sifted through databases such as dblp, Web of Science, and ACM Digital Library. While some of the data 

is already publicly available, more is required for robust performance across contexts. Writers frequently use Open-

pose or other general- purpose systems customized for particular tasks. The review ends with a discussion of the 

opportunities, difficulties, and constraints that HPE presents for SPE, underscoring the field’s increasing signifi-

cance and promise. 

The authors in [10] offers a hybrid deep learning model that recognizes yoga poses in real time from recordings by 

combining CNN and LSTM. Post-polling precision rates of 99.38% address the modern space of pose acknowledg-

ment in yoga, outperforming the single-frame precision of 99.04%. The model’s viability is demonstrated by its 

98.92% exactness in real-time testing with a variety of subjects. The conversation looks at studies on sports and 

therapy to show how computer- assisted self-training systems could be applied. Reproducibility has increased and 

more research is being done on movement recognition since the dataset is now publicly available. All things con-

sidered, the question appears to respect recent advances in this field and offers a novel approach to distinguishing 

between different yoga poses. 

The usefulness of yoga and mindfulness as adjunctive therapies for severe mental illnesses (SMIs), such as major 

depressive disorder (MDD), schizophrenia, and bipolar disorder (BD), is examined in [11]. It contains studies from 

the past ten years that show improvements in cognition, functioning, and symptoms. Though more research is needed 

in these areas, yoga and mindfulness have been shown to be beneficial in improving functioning in schizophrenia 

and lowering depressive symptoms in MDD. The evidence for BD is weak. The review provides insight into the 

potential of these interventions in the treatment of SMI through discussion of participant characteristics, intervention 

techniques, and impacts on various variables. It also makes recommendations for future lines of inquiry and medical 

applications. 

In the literature it has been found that DL models have been implemented in the area but there are some shortcomings 

in terms of limited dataset and accuracy. The proposed work has been implemented on video dataset to correctly 

identify the proper poses of Yoga. The work has also been implemented in real-time by capturing the video of a 

person and then detecting the correct pose. In the research various deep learning approaches such as SVM, CNN, 

CNN+LSTM and MLP have been implemented along-with their works are compared to show which approach gives 

better result in terms of the accuracy. 

 

 

3. Methodology 

3.1.  Dataset Acquisition and Preparation 

Five distinct yoga poses—downward dog pose, goddess pose, tree pose, plank pose and the warrior pose[19]-

were included in the dataset that is used for this study. Before passing data to the model the dataset is checked for 

missing value, junk value and balancing. The dataset is free from missing value and junk values and the dataset is 

imbalanced, so dataset is balanced using SMOTE to overcome the issue of overfitting and split ratio is 70-30.The 

70 videos that comprised this dataset included 350 instances of these poses. The subjects were recorded at a distance 

of 4 meters [11-12] using a standard RGB webcam operating at a frame rate of 30 frames per second [5]. Participants 

executed the poses with only minor modifications to ensure robustness in trained models. The dataset was then 

divided into 30 instances for validation and 320 instances for training. Additionally, a separate testing dataset com-

prising thirty examples—five for each yoga pose—was laboriously chosen at various intervals from the videos. 
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3.2.  Pose Estimation 

To locate and obtain the coordinates of important body points, pose estimation algorithms are employed. For real- 

time pose estimation, Keras multi- person pose estimation technique are used. Every two seconds, a frame was taken 

from the video using this method. As a result,350 instances in all were extracted from 70 videos; each video included 

a set of 18 critical points, each of which had an associated (x, y) coordinate. The Keras pose estimation technique is 

improved to more reliably rank critical points in order to improve accuracy. 

3.3.  Feature Extraction 

Feature extraction involved the derivation of angles [13-14] between body joints using the (x, y) coordinates of key 

points. To obtain the vectors representing the joints, the vectors corresponding to joint positions are subtracted. For 

example, if the coordinates of the right shoulder and neck were denoted as (x1, y1) and (x2, y2) respectively, their 

corresponding vectors would be x1i + y1j for the neck and x2i + y2j for the right shoulder. Subsequently, we obtained 

the vector representing the joint connecting the neck and right shoulder by subtracting the neck vector from the 

shoulder vector [15-16] are obtained using eq 1. 

 

        𝐽𝑜𝑖𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟 = 𝑆ℎ𝑜𝑢𝑙𝑑𝑒𝑟 𝑣𝑒𝑐𝑡𝑜𝑟 − 𝑁𝑒𝑐𝑘 𝑉𝑒𝑐𝑡𝑜𝑟 
(𝑥2 − 𝑥1)𝑖 + (𝑦2 − 𝑦1)(−1)𝑗                                   (1) 

 

 

Here, the (-1) is used to find the amount of difference in the position of the origin between the images. 

Using this method 12 angles are derived for the 12 different vectors representing the 12 joints, resulting in a feature 

set with 12 columns. 

3.4.  Pose Classification 

To calculate the mean values and angles of the extracted features for every pose in the dataset, the data from each 

individual is combined. These retrieved features are used to train a classification model to classify input images of 

yoga poses. In order to determine differences for each angle, the model extracted angles from the input images and 

compared them with precomputed average values during the inference process. The extent to which each individual 

needed to modify their pose was indicated by the size of these variations, which functioned as markers of pose 

deviation. In addition, the direction of the deviation—which was determined by the sign of the difference values—

provided practitioners with personalized guidance when it came to recommendations for joint adjustments. 

 

4. Result Analysis 

An essential part of neural network architecture, the Multi- layer Perceptron (MLP) is made up of linked layers of 

neurons designed to handle complicated data. The network needs the input, hidden, and output layers among other 

crucial parts in order to recognize intricate patterns in the data landscape. The configuration and presence of hidden 

layers have a big influence on how well the model comprehends the data’s underlying structure. A model that has 

too many hidden layers may overfit, forgetting the training set at the expense of applying the model’s learning to 

new examples, while a model with too few hidden layers may underfit, failing to capture crucial details. 

This work uses angular computations between important anatomical points in an attempt to leverage the power of 

MLP in the field of human pose classification. The input data contains a total of twelve features, six different pose 

classes defining different body configurations. This suggests that for every pose class, an output layer dimensionality 

of six is required. Two hidden layers, each with 10 and 8 neurons, reinforce the architecture. Then, in accordance 

with the current classification task, an output layer consisting of six neurons is added. A carefully selected 350-item 

dataset is used to support the model’s learning process, with 30 samples going through rigorous validation and 320 

samples reserved for training as shown in Table 1. 

 

Table 1: Data Detail for Yoga Pose analysis 

 

No. of Features  12 

No. of Poses 6 

No. of Hidden Layer with 10 neurons 1 

No. of Hidden Layer with 8 neurons 1 
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No. of Output layer with 6 neurons 1 

No. of Epochs 10000 

Loss Function  Categorical cross-entropy 

Activation Function SoftMax 

Optimizer AdaDelta 

No. of Training samples 30 

No. of Validation samples 320 

 

Mini-batches of twenty instances each can be used for iterative refinement over the 10,000 epochs that comprise the 

path to model mastery. After some initial fluctuations, the training and validation accuracies stabilize around epoch 

6900 and reach an impressive peak of 0.9958. This stabilization is reflected in the loss function’s steady decline, 

which shows how well the model has converged to an ideal solution. 

Categorical cross-entropy is the best loss function for the multi-class classification paradigm used in the classifica-

tion of human poses. The adaptive feature of the AdaDelta optimizer allows it to adjust to the evolving training 

process, which aids in navigating the intricate web of learning rate decay and selection. The softmax activation 

function in the output layer [17] is essential because it allows the model to transform raw inputs into probabilistic 

confidence scores for every pose class and make decisions based on the highest level of confidence. Comparison 

with other approaches, such as Support Vector Machines (SVM), Convolutional Neural Networks (CNN), and CNN 

in conjunction with Long Short-Term Memory (CNN + LSTM) [18], reveals a competitive performance mosaic. 

Though CNN and CNN + LSTM architectures are believed to be superior, the updated feature set allows MLP to 

achieve an impressive accuracy of 0.9958 as shown in Table 2, matching or surpassing its more well-known com-

petitors. 

The evaluation process is viewed using the confusion matrix [16], a trustworthy tool that enables a detailed analysis 

of classification effectiveness. Each cell in a 6 × 6 matrix represents the model’s discriminative power and classifi-

cation accuracy for a given pose class. The confusion matrix is shown in Figure 1 for training, validation and testing 

sets. The neck and right shoulder vectors represented as coordinate vectors are shown in Figure 2 (a) and (b). The 

proposed model has achieved high accuracy with very less loss as shown in Figure 3 and 4. 

 

 

Figure 1. Confusion matrices of training, validation, and testing datasets 
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(a)                                                                                   (b) 

 

Figure 2. The neck and right shoulder vectors represented as coordinate vectors shown in (a) and angles calculated in (b) 
 

 
Figure 3. Accuracy graph for training and testing datasets 

 

 

Figure 4. Loss graph for training and testing datasets 

 

Table 2:  The accuracy results of the tested models 

 
Model Training Testing 

SVM 0.9532 0.9319 

CNN 0.9934 0.9858 

CNN +LSTM 0.9987 0.9938 

MLP 0.9962 0.9958 

 

 

5. Conclusion  

This work employs deep learning techniques to detect incorrect yoga poses and identify specific issues, as well as 

provide recommendations for remediation. Users can record their yoga sessions with videos and select which poses 

to practice. The system analyses angles as features obtained from activity monitoring, but because important points 
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rotate, angle measurements are inaccurate. However, because this method ignores angles between joints and only 

accounts for angles with respect to the ground, small rotations of significant points may affect accuracy. Experiments 

on datasets show that a multilayer perceptron (MLP) trained with these features achieves an astounding accuracy of 

99.58%. Overall, the findings of the proposed method contributing on getting better pose estimation results in com-

parison to other existing methods. The convolution neural networks are enough capable for extracting the meaning-

ful feature. On top of that the integration of LSTM with CNN model helps for extracting the more relevant features 

from the considered dataset and MLP have proven the best the results which can help many people in maintaining a 

happy and healthy life. For the real-time implementation practitioners can expand this model by incorporating with 

smart wearable devices to make it more generalize which can help them to adjust their pose for better alignment or 

pose correction. In future work can be enhanced by incorporating personalized recommendations and real-time feed-

back mechanisms based on user performance and preferences may raise user effectiveness. 
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