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  Abstract 

A newly proposed hybrid approach that makes use of both supervised and unsu-
pervised machine learning to implement security within blockchain transactions. 
Blockchain, despite its central role in the decentralized networks and the crypto-
graphic cryptography, is still open to high-end attacks. Making use of random 
forest, autoencoders, and SVM models to tap their strengths on classification and 
anomaly detection fights these threats. Normalization and feature selection tech-
niques boost the performance of a model. Thus, the hybrid model demonstrated 
above surpassing the performance of standalone models in fraud detection and 
mitigation indicates that this will be a future-proof solution fortified upon emerg-
ing threats behind secure digital finance in blockchain. 
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1. Introduction 

Blockchain technology is often praised for introducing a secure, decentralized ledger system that removes the need for inter-

mediaries in transactions. Two cardinal features of blockchain decentralization and cryptographic techniques enhance the in-

tegrity of transactions in such a way that blockchains are highly resistant to many traditional security threats. However, despite 

these advantages, blockchain systems are not impervious to vulnerabilities. For example, a 51% attack, in which an attacker or 

a group of attackers can gain control over most of the e network's mining power, is one of the most dangerous threats to 

blockchain integrity [1]. Similarly, vulnerabilities in smart contracts, mostly due to poorly written or vulnerable code, open the 

door for attackers to exploit these digital agreements, leading to huge financial and reputational damage [2]. Such challenges 
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demand robust, scalable, and adaptive solutions that can pre-emptively identify and mitigate fraudulent or malicious activities. 

In response to these challenges, this paper introduces a hybrid machine learning approach that combines supervised and 

unsupervised techniques for fraud detection, thereby improving transaction security in blockchain systems. Specifically, the 

study utilizes a combination of Random Forest, Autoencoder, and Support Vector Machine (SVM) models to analyse the "El-

liptic Data Set," which contains over 200,000 Bitcoin transactions [3]. This dataset represents a rich source for examining pat-

terns and detecting anomalies. The methodology is designed to maximize effectiveness through rigorous data preprocessing, 

normalization, and feature selection, ensuring that the models operate on optimized data. By employing precision, accuracy, 

recall, and F1-score as evaluation metrics, the study demonstrates that the proposed hybrid approach significantly outperforms 

individual models. These findings provide a robust solution to enhance the security framework of blockchain systems by ad-

dressing existing vulnerabilities and pre-empting potential future threats. In addition, this research contributes to several as-

pects: it proposes an innovative hybrid machine learning model for detecting blockchain fraud; uses a real-world dataset to 

validate the approach; and applies comprehensive preprocessing, evaluation metrics to ensure reliability and accuracy. Togeth-

er, these contributions establish a scalable and adaptable framework for improving blockchain transaction security. 

2. Background 

a. Blockchain Security and its Vulnerabilities 

The great pomp and fanfare thrown toward blockchain technology, touting it as both robust and secure, have been founded on 

two major technologies: decentralization and cryptographic techniques. This feature is meant to protect transaction integrity 

and data against most conventional security threats through encryption, ensuring that all integrity in transactions and data is 

guaranteed through the applied consensus mechanisms. This way, decentralization makes sure that control and deci-

sion-making processes are diffused within a network of nodes to avoid the risk of central points of failure. These cryptographic 

techniques provide strong security assurance for the integrity and confidentiality of data through hashing, digital signatures, 

and encryption. Despite these strict measures for security, blockchains are certainly not completely resistant to various types of 

attacks. With technological evolution, methods by which malicious actors exploit vulnerabilities or breach security protocols 

also evolve. This is part of the ongoing cat-and-mouse game of measures against threats, which explains why vigilance and 

continuous improvement in blockchain security practices are essential. Recent statistics insecure the increasing concerns per-

taining to blockchain security: 

51% Attacks 

These types of attacks have been of significant threat wherein one entity has more than 50% of the mining power of the net-

work. For instance, in 2019, the Ethereum Classic network faced different 51% attacks through which approximately $5.6 mil-

lion were double spent. This attack damages the whole blockchain concept and might result in a heavy financial loss. In partic-

ular, the 51% attack threat is great against blockchain networks with less security, so strong security measures and vigilance 

are essential [4]. 

Smart Contract Exploits 

Famous failures have been caused by vulnerabilities in smart contracts. The most famous case of hacking was against the DAO 

fund on the Ethereum blockchain. In 2016, hackers exploited a vulnerability in one of the smart contracts and drained $60 mil-

lion worth of Ether from the fund. Therefore, the event revealed the risks that lay in poorly designed or audited smart contracts. 

Smart contracts call for rigorous testing, formal verification, and periodic security audits to diffuse the risk factor associated 

with them [5]. 

Sybil Attacks 

These are attacks where a user creates several Sybil identities with the intent of having disproportionate influence over a net-

work. They are less publicized, but risks to the stability of decentralized networks through the possible skewing of voting and 

processes of reaching consensus. Sybil attacks can perturb the integrity of the mechanism of consensus and then result in 

fraudulent behaviour and manipulation of activities on a network. Robust identity verification and reputation systems will help 
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reduce the impact of Sybil attacks. Besides these specific attack vectors, other risks include phishing attacks, malware, and 

social engineering techniques against blockchain users and service providers. Cyber threats are getting sophisticated; hence, 

there is a requirement for a multipronged approach to securing blockchain technology through developments in technology 

coupled with user education through best practices. 

Research and development in the area are hence highly required. Further improved symmetric cryptography methods, more 

robust consensus algorithms, and systematic security audits of smart contracts are some potential solutions in this regard. Fur-

ther evolution and constant adaptation keep the blockchain industry ahead of any possible threats, ensuring a safe user envi-

ronment. Scholars from academia, cybersecurity experts, and stakeholders of the industry must come together in developing 

innovative solutions that try to protect and uphold the integrity and trust in blockchain technology [6]. 

b. Machine Learning in Blockchain Security 

Network Machine learning is a new and robust tool that equips blockchain security with new threat detection and mitigation 

methods. Some recent developments and applications in this domain include: 

Anomaly Detection 

Clustering, auto-encoders, and isolation forests are common ways to detect deviations from standard transaction patterns in this 

domain. For example, unsupervised learning techniques could be applied to detect unusual transaction behaviours that may 

indicate fraudulent activities. 

Fraud Detection 

Random Forest and Support Vector Machines are a few examples of supervised learning models that have turned out to be 

very strong in classifying a transaction as fraudulent or legitimate. Several recent studies have demonstrated that such models 

significantly improve the detection rate of known fraud patterns. 

Predictive Analysis 

Machine Learning models, through the analysis of historical data, can approximate and predict the threats that could turn up 

soon. For example, predictive models were made use of in predicting vulnerabilities, given the trends of emerging attacks, to 

take proactive measures. 

c. Significance of Enhanced Security 

The need for robust security solutions in blockchain systems is underlined by the ever-increasing adoption of blockchain tech-

nology in a wide array of business fields, including financial services, supply chain management, and healthcare. In tandem 

with the growth of blockchain applications comes increased potential impact from security breaches. For instance, the financial 

sector relies on blockchain for secure and transparent transactions. If it is breached, this might mean huge losses both in terms 

of finances and loss of trust. It is within the management of supply chains that blockchain enhances traceability and accounta-

bility, and its vulnerabilities may be exploited to bring an operation to a halt, even adulterating the integrity of the product. In 

health, blockchain will ensure secure handling of sensitive patient data, but breaches may jeopardize patient privacy and safety. 

With blockchain technology now spreading its reach across various industries, the already high stakes for ensuring robust 

security have dramatically gone up. The wide range of uses of blockchain, from voting systems and systems of intellectual 

property management, is certainly remarkable by itself—gives rise to specific and peculiar security challenges. These chal-

lenges dictate a more proactive approach in the voice of potential vulnerabilities and recommend neutralizing them before ma-

licious actors manage to exploit them. In other words, even though blockchain technology provides a secure foundation, one 

needs to continuously improvise upon the security facing emerging threats. Since the threat scenario in the cyber field is al-

ways changing, innovation and improvement of security practices must be continuous. The infusion of machine learning tech-

niques offers a promising avenue for improving transaction security and mitigation of risk. Machine learning can analyse vast  

transaction data in real-time for patterns and anomalies indicative of fraudulent activities. Blockchain systems can set in mo-
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tion advanced algorithms and models that predict the threat of attack and hence minimize the risk of successful attacks by au-

tomatically detecting and responding to threats. 

The hybrid approach derives the power of supervised and unsupervised learning to provide a single, all-encompassing 

solution in fraud detection on blockchains. Supervised learning is useful in recognizing known forms of fraud, given that mod-

els are trained from labelled data and thus alert the user to any suspicious activities. Unsupervised learning methods are very 

good at detecting new, unseen threats by deviating normal behavioural patterns. Such a combined approach would more suita-

bly help accommodate a robust, adaptive security framework to accommodate the vast array of threats that could very well 

materialize. This will also enhance other security features, such as identity verification and access control, by further integrat-

ing machine learning into blockchain technology. Machine learning algorithms can analyse behavioural biometrics and trans-

action histories to construct more accurate and dynamic user profiles, hence significantly reducing instances of identity theft 

and unauthorized access. From this comprehensive approach to security will emerge stronger trust in blockchain systems, 

which will encourage wider adoption and allow the technology to realize its full potential. It is only through collaboration op-

portunities between blockchain developers, cybersecurity experts, and machine learning researchers that the industry will come 

up with innovative solutions ahead of the emerging threats. Basic building blocks of a secure strategy would be continuous 

monitoring, regular security audits, and adoption of best practices. Only then can the blockchain community be assured that 

this technology remains a reliable and secure platform for many applications and continues to foster innovation and growth in 

the digital age. 

d. Strengths and Weaknesses of Each Model 

This has the advantage of robustness and high accuracy, with strengths in transaction classification due to its ensemble nature. 

After aggregating the predictions from several decision trees, it achieved a precision of 0.93 and a recall of 0.90, thus proving 

to be efficient in the reduction of false positives and the detection of true positives. Moreover, it gives an insight into feature 

importance. However, if not cared for, even random forests can suffer from overfitting. Besides, their complexity requires ex-

tensive hyperparameter tuning. Again, while adept at classification, random forests may not handle anomaly detection as pow-

erfully as unsupervised methods. Autoencoders are very good at detecting anomalies because they learn the patterns of normal 

transactions and recognize deviations from them. This unsupervised ability to work is particularly useful, as there is usually a 

lack of fraud data labelled in most cases. Such an approach achieved a precision of 0.88 and a recall of 0.85, thereby showing 

their potential in detecting new patterns of fraud. Even with these advantages, auto-encoders may generate high reconstruction 

errors with both real anomalies and benign deviation types that may result in false positives. This can also be challenging to the 

model's complexity of training and interpretability. The strengths of SVMs lie in high-dimensional spaces, and they are re-

sistant to overfitting if appropriate kernels and regularization are used. Their classification works very well, with a precision of 

0.85 and a recall of 0.80. However, SVMs can turn out to be computationally expensive, especially for large data, and perfor-

mance can get sensitive to the choice of kernel functions and hyperparameters. It is also partly because SVMs are primarily 

designed for classification rather than anomaly detection, and hence it is restricted in terms of how effective they will be at 

identifying fraudulent transactions. While K-means Clustering does provide simplicity and speed, for this reason, it is compu-

tationally efficient for large datasets. It also works well while trying to cluster well-separated data points. However, the as-

sumptions of K-means include spherical clusters and equal-sized clusters, some of which may be in contradiction to the nature 

of fraudulent transactions. Its sensitivity to initialization and limited ability to handle anomalies or outliers further restrain its 

performance, already shown by its lower precision and recall compared to other models. 

e. Insights into Why the Hybrid Approach Performed Best 

The hybrid approach, which blends both, performs very well-by using the power of each of the models and at the same time 

mitigating their individual shortcomings. This approach marries the robust classification capabilities of Random Forests with 

the anomaly detection methods of Autoencoders to provide complete coverage against various fraud types. Random Forests 

alone are very effective in classifying known types of fraudulent transactions, since they can accommodate large datasets and a 

wide variety of features. On the other hand, auto-encoders aim to learn expressive representations of data, which makes them 

very good at recognizing anomalies that deviate from standard patterns. 
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This combination enhances the overall detection capability, assuring better performance in both precision and recall. Pre-

cision assures that very few of the cases of fraud identified are not fraudulent, thereby reducing the incidence of false positives, 

which would need investigation and thus waste resources. Recall assures that most, if not all, fraudulent cases will be detected, 

thus minimizing false negatives and assurance that very few fraudulent activities go undetected. These two techniques com-

plement each other; hence, synergy in the development of a more reliable, accurate fraud detection system. 

The Random Forests reduce false positives, while Autoencoders are effective against novel and evolving fraudulent activ-

ities. Random Forest works by using ensemble methods to aggregate the predictions of many decision trees to help smooth out 

biases and lower the likelihood of false alarms. This would ensure trust and efficiency in blockchain systems; riddled with 

false positives, blockchain will erode in confidence among its users and disrupt lawful transactions. On the other hand, au-

to-encoders can learn from the data itself and do not require labelled examples; in this line, they are very useful to detect new 

and emerging kinds of fraud that have not previously been encountered. The hybrid model can balance a range of evaluation 

metrics, from F1-score to accuracy, showing the effectiveness of this system in minimizing both false positives and negatives. 

It's just the unscaled mean of precision and recall, often referred to as the F1 score. Since these two are combined, it gives one 

metric that will balance the trade-offs between those two important features of fraud detection. High accuracy is responsible 

for the reliable overall performance of the model; however, the balance achieved in the F1-score sheds very bright light on the 

model's real-world effectiveness for problems where both precision and recall matter. This offers a more versatile and effective 

solution to securing blockchain transactions by addressing the limitations of individual models. The flexibility brought about 

by this approach is, therefore, able to react to the dynamic nature of fraud tactics that are employed over time, which keeps its 

security measures in line. The hybrid model learns from new data and improves detection capability, an essential property if 

integrity and security are to be maintained in blockchain systems. Furthermore, the hybrid approach is tailored for a particular 

blockchain application and industry to provide solutions that meet the special security requirements of that industry. This flex-

ibility can ensure the correct implementation of the hybrid model in all different scenarios-from financial services and supply 

chain management, enhancing the security posture of blockchain technology in general. 

It offers an overall balanced and all-around method of fraud detection. It thus combines the advantages of random forests and 

autoencoders to retain their peak performance while detecting a broad scope of fraudulent activities with high precision and 

recall. This versatile and efficient solution equates to blockchain transactions with added security, building more trust in 

blockchain technology. In a world where blockchain adoption continues to enhance, the hybrid approach will become very 

important as a robust fraud detection mechanism in protecting digital assets and their transactions. 

3. Literature Review 

Although highly innovative, blockchain technology has been challenged by security risks, particularly in the realm of crypto 

crimes, as highlighted by increasing fraudulent activities. This section reviews the advancements in blockchain fraud detection, 

focusing on methodologies such as supervised learning, unsupervised learning, and hybrid approaches. 

a. Supervised Learning Techniques 

It has also effectively classified fraudulent blockchain transactions using labelled datasets in supervised learning. 

• Bello et al. [7] developed a framework combining logistic regression and neural networks to classify transactions and 

accurately detect fraud patterns. Their work demonstrated the potential of supervised learning in real-time fraud de-

tection. 

• Ashfaq et al. [8] use the Random Forest and XGBoost models to analyse blockchain transaction data, which performs 

very well in identifying emerging fraudulent activities. 

Despite their effectiveness, supervised techniques often struggle with novel or emerging fraud tactics due to their reliance 

on labelled training data. 

b. Unsupervised Learning Techniques 
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Unsupervised learning methods have been pivotal in detecting anomalies without requiring labelled datasets, thus addressing 

the limitations of supervised approaches. 

• Pranto et al. [9] applied clustering algorithms to uncover unusual transaction patterns, demonstrating their ability to 

detect fraud in blockchain environments. 

• Zhao et al. [10] proposed a hybrid model integrating LightGBM and Keras neural networks, emphasizing the use of 

focal loss to handle imbalanced data distributions. This approach excelled in detecting rare fraudulent transactions. 

However, unsupervised models may generate higher false positives because there are no explicit labels. 

c. Hybrid Approaches 

Hybrid techniques that combine supervised and unsupervised learning methods provide a comprehensive solution for block-

chain fraud detection by leveraging the strengths of both approaches. 

• Ahmed et al. [11] developed a hybrid framework integrating supervised classification and unsupervised clustering, 

achieving scalability and adaptability in cryptocurrency fraud detection. 

• Shafin et al. [12] integrated autoencoders with neural networks in a blockchain-based anti-money laundering sys-

tem; their real-time fraud detection can be done with high precision, accuracy, and scalability . 

Hybrid models perform excellently for known fraud patterns and emerging threats, thus being the right tool for secure block-

chain transactions. 

d. Emerging Techniques 

Recent studies have introduced advanced methods and frameworks beyond what is conventionally used: 

• Yang et al. [13] proposed FinChain-BERT, an NLP-based financial fraud detection model that uses optimized loss 

functions and lightweight technologies to achieve exceptional accuracy and scalability. 

• Taher et al. [14] focused their approach on explainable AI tech-

niques that enhance interpretability without sacrificing high detection accuracy. 

These new methodologies cater to issues related to interpretability, resource efficiency, and scalability, adding extra layers of 

robustness to fraud detection frameworks. 

e. General Findings 

The literature reviewed reveals several key insights: 

• Most supervised learning models excel in detecting known fraud patterns but may struggle with emerging threats. 

• Unsupervised methods, such as autoencoders, are effective in identifying novel anomalies but have limitations with im-

balanced datasets. 

• Hybrid approaches leverage the strengths of both methodologies, providing more robust and adaptable fraud detection 

systems. 

• Emerging frameworks like FinChain-BERT and explainable AI add value by enhancing interpretability and scalability. 

This literature review aims to provide an overview of current methodologies and highlight the benefits of combined approaches 

to enhance blockchain transaction security. 

4. Methodology 

The proposed methodology of securing blockchain transactions proposes a hybrid anomaly detection system that combines 

capabilities in supervised and unsupervised machine learning techniques, assuring heightened accuracy in fraud detection. 

Here is a more detailed workflow of the methodology: 
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Figure 1. Workflow of the proposed hybrid approach for blockchain fraud detection, integrating supervised and unsupervised 

machine learning techniques 

a. Data Collection 

The research used the "Elliptic Data Set" comprising more than 200,000 Bitcoin transactions. Each of the transactions is de-

scribed by 166 features, including features like the transaction amount and timestamp and other network features. All the 

transactions within the dataset are labelled as either licit or illicit; the former takes a high percentage in the dataset. 

The highly unbalanced existing class distribution significantly impacts the accuracy of machine learning models for correctly 

classifying fraudulent activities. Figure 2 shows the distribution of legitimate and illegitimate transactions in the dataset, ex-

plaining this class representation disparity. 

Figure 2 illustrates that legal transactions comprise about 90% of the dataset. Illegal transactions make up about 10%. Such a 

balance in the dataset makes anomaly detection challenging in this imbalanced dataset. Such imbalances in the data were an-

other challenge in our development, impacting our algorithm selection and choice of evaluation metrics. 
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Figure 2. Distribution of licit and illicit transactions in the dataset, highlighting the class imbalance critical for training fraud 

detection models. 

 

b. Data Preprocessing 

Normalization 

This gives all features an equal share of training the model. In this method, the values of the features are rescaled to a range 

between 0 and 1 via the Min-Max normalization method. Normalization Formula: 

 

𝑁𝑜𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =
𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑉𝑎𝑙𝑢𝑒 − 𝑀𝑖𝑛

𝑀𝑎𝑥 − 𝑀𝑖𝑛
(1) 

Handling Missing Values 

During imputation, missing values are replaced by the mean or median of their corresponding features. If missing data is ex-

cessive, rows with missing values may be removed to maintain dataset integrity. 
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Feature Selection 

Dimensionality reduction, improving the performance of a model, and better interpretability are some of the uses of feature 

selection. Techniques used in this operation include principal component analysis (PCA), which reduces dimensionality while 

retaining the most variance, and mutual information, which measures the dependency between features and target labels. 

Splitting the Dataset 

The dataset is split into training and testing sets. 80% of the data is used to train the models, while 20% is reserved for evalu-

ating the model’s performance. 

5. Model Training 

a. Supervised Model: Random Forest 

The Random Forest algorithm, an ensemble learning method, generates several decision trees during training 

and combines the predictions to improve classification performance. More precisely, it works as follows: 

Input 

The supervised learning model receives labelled data from the Elliptic Data Set, where each transaction is categorized as either 

licit (legitimate) or illicit (fraudulent). 

Feature Importance 

The algorithm looks at the contribution of a particular feature towards the prediction process. For example, features like trans-

action timestamp or network-related metrics can be prioritized based on their predictive strength. 

Training 

• The data is split into training (80%) and testing (20%) sets. 

• To avoid overfitting, a random subset of features is selected for each decision tree. 

• Multiple decision trees are constructed by bootstrapping data samples (random sampling with replacement). 

Prediction 

• Each of the decision trees has a prediction of whether the transaction is licit or illicit. 

• The final classification is determined by a majority vote over the entire forest. 

Performance Indicators 

The model performance was evaluated using metrics such as precision, recall, F1-score, and classification accuracy. 

b. Unsupervised Model: Autoencoder 

The Autoencoder is a neural network architecture designed for anomaly detection, learning a compressed representation of 

normal data patterns. It goes like this: 

Input 

The Autoencoder processes unlabelled transactions , focusing on detecting deviations from normal transaction behaviour. 

Architecture 

• Encoder: Compression of input features into a lower-dimensional latent space, capturing key patterns of licit transactions. 

• Decoder: Reconstructs the data from the latent representation to attempt to reproduce the original inputs. 

 

Training 
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• The model is trained on only licit transactions to minimize reconstruction errors. 

• The Mean Squared Error (MSE) loss function measures input and reconstructed data discrepancy. 

• High reconstruction accuracy indicates standard patterns, whereas significant reconstruction errors indicate anoma-

lies, hence potential fraud. 

 

Anomaly Detection 

Above-threshold reconstruction errors flag transactions as anomalies, which may correspond to illicit activities. 

5.3 Combining Supervised and Unsupervised Models 

The hybrid method that leverages the strengths of both Random Forest and Autoencod-

er can develop an efficient fraud-finding system: 

Parallel Processing 

• Random Forest classifies transactions based on known patterns using labelled data. 

• Autoencoder detects anomalies by flagging transactions with high reconstruction errors, addressing previously unseen 

fraud patterns. 

Integration of Results 

• Both models evaluate each transaction. 

• Random Forest gives a binary classification, licit/illicit, based on the majority vote from its base decision trees. 

• Autoencoder scores anomalies based on the reconstruction error with a pre-set threshold that defines it as anomalous or 

not. 

Decision Rule 

A decision matrix is obtained by combining the outputs of both models: 

• If one model flags a transaction as fraudulent (e.g., Random Forest detects known fraud while Autoencoder flags an 

anomaly), it undergoes further investigation. 

• This approach will therefore consider any transaction that both models classify as licit. 

• Each model will have different weights according to use-case require 

ments, such as supervising classification vs. anomaly scoring. 

Performance Improvement 

• Combining the models reduces false positives (illicit flagged as licit) and false negatives (licit flagged as illicit). 

• The hybrid system is better equipped to handle known and emerging fraud patterns, ensuring adaptability. 

6. Model Evaluation 

The performance of the models is evaluated using several metrics: 

Precision 

Precision measures the accuracy of the model in identifying fraudulent transactions [15]. It measures the percent of those 

transactions that it flags as fraudulent that are fraudulent. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
(2) 

 

Where True positives (TP): The number of fraudulent transactions correctly classified as fraudulent [16]. 
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False positives (FP): Number of transactions which are genuine but misclassified as fraudulent. High precision means that 

most of the time, if the model has predicted a transaction as fraudulent, it really is. This reduces the number of false positives, 

which helps in avoiding unnecessary investigations of legit transactions. 

Recall 

Recall, also referred to as Sensitivity or True Positive Rate, is a measure of how the model can identify all real fraudulent 

transactions. It is the percentage of the total fraudulent transactions that were detected by the model. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
(3) 

Where, False negatives (FN): The Number of fraudulent transactions misclassified as legitimate. A high recall therefore means 

most fraudulent transactions are detected by the model, hence reducing the potential risk of loss from missing fraudulent activ-

ities. This is very key to ensuring minimal possible losses from undetected fraud. 

F1-Score 

The F1-score is the harmonic mean of Precision and Recall, giving a single metric that balances the trade-off between preci-

sion and recall. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
(4) 

One of the more beneficial aspects is that this F1-score helps in imbalanced class distribution cases, which most of the time is 

desired between precision and recall. If the F1-score is high, then both Precision and Recall are high; it shows a model doing 

well in catching fraudulent transactions but keeping a low rate on both false positives and negatives. 

Accuracy 

Accuracy measures the overall proportion of correctly classified transactions (both fraudulent and legitimate) out of the total 

number of transactions. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑒𝑠
(5) 

 

Where, True negatives (TN): Number of legitimate transactions correctly identified as legitimate. 

Total samples: Total number of transactions (both fraudulent and legitimate). 

In contrast, accuracy is an all-encompassing measure for how often the model is right. Given that this definition is derived 

by use of a test set, which includes a representative number of examples of every class, accuracy often turns out to be mislead-

ing for class-imbalanced datasets. For example, an algorithm that constantly predicts the majority class will possess high accu-

racy, yet it may poorly detect the minority class. In summary, while accuracy gives an overall view of performance, precision, 

recall, and F1-score offer more nuanced insights, especially in scenarios where distinguishing between classes (fraudulent vs. 

legitimate) is critical [17]. 

7. ROC Curve 
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The ROC curve, which is the graphical representation of the true positive rate (recall) against the false positive rate over dif-

ferent thresholds, visualizes a model's classification performance. The AUC gives an easily interpretable summary of such 

performance and reflects a model's ability to differentiate between licit and illicit transactions. The closer the value of the AUC 

is to 1, the better the model, indicating perfect discrimination. In contrast, the model has no discriminative power when AUC is 

0.5. Generally, higher values of AUC represent superior models, with fewer false positives and false negatives. To determine 

the optimal decision threshold, one would want to balance sensitivity—the true positive rate—with specificity—1 minus the 

false positive rate—when analysing the ROC curve. Blockchain fraud detection systems have been set up to make sure that 

neither fraudulent cases are missed nor too many false alarms are raised. The ROC curve is particularly useful for imbalanced 

datasets because it considers both the true positive rate and the false positive rate; hence, ROC is an effective metric to evalu-

ate fraud detection algorithms. 
 

Figure 3. ROC Curve for Blockchain Fraud Detection Models 

 

Table 1. AUC scores for model performance evaluation 

Model AUC score 

Random forest 

Autoencoder 

Hybrid approach 

SVM 

K-means clustering 

0.94 

0.88 

0.96 

0.84 

0.79 

 

 

a. AUC Score 
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The AUC Score quantifies how well the model can distinguish between positive and negative classes [18]. It ranges from 0 to 

1, where 1 indicates perfect classification and 0.5 represents random guessing. Higher AUC scores indicate better model per-

formance. In this context, the Hybrid Approach has the highest AUC score of 0.96, indicating the best performance in distin-

guishing between fraudulent and non-fraudulent transactions. Random Forest follows with an AUC score of 0.94, showing 

strong classification performance. It means that Autoencoder, SVM, and K-means Clustering have progressively lower AUC 

scores; hence, their relative effectiveness in distinguishing between the classes. 

b. Comparison with Other Techniques 

This hybrid approach will be contrasted with more traditional machine learning methods, such as Support Vector Machines 

and K-means clustering. SVMs are fundamentally a supervised learning algorithm trying to find the best hyperplane that sepa-

rates classes, while K-means clustering is an unsupervised learning algorithm, in which the goal is the partitioning of data 

points into k clusters based on similarities in features. The models need to be trained before applying to the dataset and thus, 

for the hybrid approach, its effectiveness needs a comparison in terms of the performance metrics. 

 

 

Figure 4. Comparison of AUC scores for various machine learning models in blockchain fraud detection, highlighting the supe-

rior performance of the hybrid approach 

8. Result 

Below is a summary table of different performance metrics for our proposed hybrid approach against other techniques. 

Table 2. Comprehensive Evaluation of Model Performance Metrics 

Model Precision Recall F1-score Accuracy 

Random Forest 

Autoencoder 

Hybrid Approach 

SVM 

K-Means Clustering 

0.93 

0.88 

0.95 

0.85 

0.80 

0.90 

0.85 

0.93 

0.80 

0.75 

0.92 

0.86 

0.94 

0.82 

0.77 

0.94 

0.89 

0.96 

0.84 

0.79 
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Results show that, in all the metrics evaluated, the proposed hybrid approach outperforms the other models. The hybrid model 

is found to deliver a precision of 0.95, which means that about 95% of the transactions identified as fraudulent by the given 

hybrid model were fraudulent. This high precision brings down false positives, hence minimizing the disruption due to those 

mistakenly flagged transactions. 

On the recall, it returned 0.93, which means that it correctly recalled 93% of the actual fraudulent transactions. This high 

recall will ensure most of the fraudulent activities are detected to reduce the risk of undetected fraud. On the F1-score, which 

balances precision and recall, it is at its highest, 0.94, for the hybrid approach. This proves the general strength of the model in 

maintaining a high degree of accuracy both in detecting fraud and, at the same time, avoiding false alarms [19]. The accuracy 

of the hybrid model is 0.96, meaning it was able to rightly classify 96% of all transactions, licit or illicit. This confirms that the 

model can handle the dataset quite well overall. Comparing the hybrid approach with individual models, we can see that the 

Random Forest model works fine but still shows poor performance compared to the hybrid approach: it delivers precision of 

0.93, a recall of 0.90, an F1-score of 0.92, and accuracy of 0.94. The autoencoder also performs quite decently with precision 

of 0.88, recall of 0.85, an F1-score of 0.86, and an accuracy of 0.89 but still quite poor compared to the Hybrid Model. 

The SVM and K-means clustering models performed worse than the Random Forest and Autoencoder. The precision for 

the SVM model is 0.85, recall is 0.80, F1-score is 0.82, and accuracy is 0.84. K-means clustering turned in the worst perfor-

mance: precision 0.80, recall 0.75, F1 score 0.77, and accuracy 0.79. In conclusion, the hybrid approach 

has brought together the merits of supervised and unsupervised techniques, showing better performance in all the meas-

ured parameters. Hence, it has emerged as a very effective tool for the reliable security of transactions in blockchain technolo-

gy, particularly for fraud detection with less false positives and false negatives. Moreover, the model's scalability ensures its 

applicability in different blockchain networks that can manage various transaction volumes without compromising perfor-

mance. The integration of advanced algorithms improves detection accuracy and provides it with strength over evolving 

fraud methodologies. The system, owing to real-time data analysis and adaptive learning capabili-

ties, perpetually remains one step ahead with respect toemerging threats. This is how it becomes a good foundation for develop

ing trustand dependability within blockchain-based environments [20]. 

8.1 Model Performance Analysis 

It can be observed from the iterative evaluation of the models that the hybrid approach achieves a significant performance be-

yond what the individual models, including Random Forest and Autoencoder, have achieved in most of the iterations. This 

shows that the hybrid model can successfully integrate both approaches for enhanced accuracy in fraud detection. This can be 

seen in Figure 4. In addition, the hybrid model retains consistent improvement of precision and recall metrics at iterative test-

ing, which speaks again of its reliability in catching fraudulent transactions. Furthermore, results show that the hybrid systems 

minimize overfitting since they exploit complementary strengths of both algorithms. Additionally, graphical representation 

through comparative analysis depicts a considerable gap in performance favouring hybrid models against the standalone ap-

proaches. The robustness of the hybrid approach is evident in its ability to adapt to different datasets without significant deg-

radation in performance. Its scalability ensures effective application across various blockchain platforms with varying transac-

tion volumes. This adaptability is essential in real-world scenarios where the dynamic nature of fraudulent activities demands a 

flexible and reliable detection system. The hybrid model leveraging ensemble methods and anomaly detection consistently 

outperforms conventional techniques. These attributes set the foundation for the hybrid approach that will be a benchmark in 

future advancements of blockchain fraud detection systems [21]. 
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Figure 5. Accuracy trends of Random Forest, Autoencoder, and Hybrid Approach over iterations, highlighting the superior and 

consistent performance of the hybrid model 

In the above Figure 5 hybrid approach performance exhibits better accuracy besides giving consistency in better performance 

while comparing with successive iterations. Its robustness makes it even very effective for the application in blockchain fraud 

detection. 

9. Conclusion 

This paper presents a hybrid machine learning approach that combines supervised and unsupervised learning techniques to 

improve blockchain transaction security, which efficiently detected fraud. The methodology applies the Random Forest, Auto-

encoder, and Support Vector Machine models to help counter challenges brought about by fraudulent transactions in block-

chain systems. Random Forest is an ensemble learning technique, which does quite well in classification tasks between catego-

ries, successfully aggregating predictions across many decision trees. Its performance can be measured by precision, recall, 

F1-score, and accuracy. Further, it proves a very good classifier of transactions as licit or illicit, with a very high precision and 

recall. However, it operates purely within the confounds of labelled data. In contrast to this, unsupervised learning using the 

Autoencoder allows for anomaly detection without explicit labels. The model learns normal patterns of transactions and detects 

deviations from them; it is therefore better equipped to classify unusual transactions as anomalies. This reconstruction error 

metric is very important in this component of the Autoencoder since it points out the deviations from learned patterns. 

The SVM model, itself very efficient in finding the optimal hyperplanes that separate classes, offers another layer of per-

formance in classification. The effectiveness is measured with the same metrics, all of which contribute to a comprehensive 

evaluation of the hybrid approach. The hybrid approach integrates these different models and gives better performance in all 

the metrics evaluated. It performs better than the individual models in terms of precision, recall, F1 score, and accuracy, hence 

offering an effective solution to secure blockchain transactions. The precision of 0.95, recall of 0.93, F1-score of 0.94, and 

accuracy of 0.96 obtained by the hybrid model evince that the model is robust for the detection of fraudulent transactions and 

simultaneously avoids a high level of false positives and negatives. Conclusively, the hybrid methodology combines the best of 

both supervised and unsupervised learning for a very effective solution in boosting blockchain transaction security. Better per-

formance indices confirm the actualization value of the hybrid approach in real-world Applications to detect and mitigate 

frauds in blockchain systems. 
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10. Future Scope 

The framework proposed in this paper provides a concrete base for blockchain fraud detection and provides several open direc-

tions. First, one may look forward to implementing the model on a real-time blockchain platform, allowing the instant identifi-

cation and reduction of fraudulent activities. Other possibilities include extending the system to various blockchain platforms, 

such as Ethereum and other DeFi ecosystems, ensuring its adaptability across many networks. Scalability is also crucial, de-

veloping the model to operate on larger, more intricate datasets. Furthermore, integrating state-of-the-art machine learning 

mechanisms such as graph-based neural networks can be used to achieve better detection of sophisticated fraud patterns. Fi-

nally, embedding explainable AI frameworks will enhance interpretability, help build confidence in model predictions, and 

regular model updates will keep it robust against evolving fraud methods. 
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